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\section*{ARITHMETIC.}

Adding 10\% water to pure wine and selling the mixture at price \(10 \%\) greater than the cost of the pure wine. No. 68
A agrees to work a year for \(\$ 800\) and a suit of clothes. No. 67
Brokerage for buying bank bills, some of which are worthless, and disposing of remainder at par, to find face amount. No. 59
Digging ditch, to find length dug in problem in proportion. No. 64............ 21
Groups ; Methodists, Democrats, Farmers. No. 69
Hiring carriage and taking in passengers on the way, to find how much each shall pay. No. 58.
Insurance, to find value of store, insured under given conditions, and which was burned down. No. 61
Milk dealer's rate of profit in buying and selling milk at stated prices given, to find how much water in milk sold. No. 62
Million, how long to count in manner given. No. 55
Partial payments on note with annual interest. No. 53
Pasturage problem, solved without aid of algebra. No. 57........................ 11
Payment, when will discharge debt parts of which fall due at different times. No. 63
Pipe of given length, diameter, orifice, and weight, to find diameter of pipe of same length and orifice, but of different weight. No. 60
Population of a city annually increasing 24\%. No. 64
Profit made in buying and selling broadcloth at commercial discounts, and receiving time note in payment, which is discounted at bank. No. 85
Traveling, to find when A, B, and C will meet under conditions of problem. No. 68

\section*{ALGEBRA.}

Algebraic equation, prove that every equation can be transformed into another of same degree. but wanting \(\boldsymbol{n}^{\text {th }}\) term. No. 62
Bond Problem. No. 68
Chickens, how many raised in 20 years, and how many in 20th year. No. 64. . 24
Determinants, to find quotient in problem by. No. 57
Equations, solved. No. 68 3
Identity in a problem demonstrated. No. 61....................................... 1 if
Land problem, find how much each of three parties bought, and price received by each per acre at sale. No. 65
Product of \(n n^{\text {th }}\) roots of 1 is +1 or -1 according as \(n\) is odd or even. Generalize for the \(n n^{\text {th }}\) roots of \(m\). No. 59
Product, transform \(x^{4}+y^{4}+z^{4}-2 y^{2} z^{2}-2 x^{2} x^{2}-2 x^{2} y^{2}\) into a. No. 54....... \(\varepsilon\)
Prove that \(\cos n_{\pi} / 7+\cos 3 n_{\pi} / 7+\cos 5 n_{\pi} / 7=1\) or \(-\frac{1}{}\), according as \(n\) is odd or even. No. 67 3
Quadratics, equations solved by. No. 68............................................... 21
Series, sum to \(n\) terms and find \(\boldsymbol{n}^{\boldsymbol{t h}}\) term. No. 58
Telegraph poles, how many minutes to count poles that number counted may equal miles per hour train runs. -No. 60
Triangles, two right triangles so placed as to have common base, knowing hy- potenuses and perpendicular distance from intersection of hypotenuse to base, to find base. General case discussed. No. 55 . ..... 52-54
GEOMETRY.
Ellipes, to find length of diameter, when_major and minor axes, and angle which diameter forms with major axis is given. No. 55 . ..... 180
Ellipses, loci of foci of variable, passing through the foci of a given ellipee and having the tangents at ends of major axes for directrices, form a pair of cir- cles passing through extremities of major axis of fixed ellipes and having for diameters the semi-latas rectum of fixed ellipee. No. 00 ..... 278
Hyperbola-a rectangular, cannot be cut from right circular cone, if the angle at ite vertex is less than a right angle. No. 63. ..... 800-310
Imaginary points, an independent number of conjugate pairs of such points on a real line. No. 57 ..... 214
Parallelopiped-rectangular, length of rectangular parallelopiped inscribed in. No. 41 ..... 65
Pole problem, find length of white part of painted, standing on hill-side, with given data. No. 53 ..... 144
Nine-points circle, locus of centers of isogonal transformations of alldiameters of circumcircle of any triangle is the. No. 56 ..... 218
Note on the solutions of problem 45 ..... 60
Rolling ellipse, surface on which rolls determined, when its center moves in a horizontal line. No. 52. ..... 144
Schwatt's problems involving proofs in the geometry of the triangle. Nos. 48, 54 , and 58 ..... \(17,179,239\)
Tangent plane of any point of surface \(a^{2} x^{2}+b^{2} y^{2}+c^{2} z^{2}=2 b c y z+2 a c x z+2 a b x y\) intersects the surface \(a y z+b x x+c x y=0\) in two straight lines at right angles to one another. No. 69 ..... 241
Trapezoid, having given base, altitude, and angle formed by intersection of diagonals, to construct. No. 51 ..... 118
Trisngle, isosceles is maximum of all, inscribed in segment of circle, with chord as base. No. 49 ..... 58
Triangle, to divide into ratio of \(m\) to \(n\) by line perpendicular to base. No. 50 . ..... 118
Triangles, find value of perpendiculars from point of intersection of bisectors of angles \(A, B, C\) of triangle on sides of triangle \(A^{\prime} B^{\prime} C^{\prime \prime}\), in terms of radii of inscribed and circumscribed circles of \(A B C\) and distances of center of circum- scribed circle from center of escribed circle. No. 61 ..... 277
Triangles, two triangles are equal if they have two sides and the median of one of them equal, each to each. No. 62 ..... 277
Triangle, bisectors of angles \(A, B, C\), meet sides in \(A^{\prime}, B^{\prime}, C^{\prime}\). No. 64 . ..... 310-312
CAICULUS.
Cabe revolved on diagonal, define figure described and calculate its volume. No. 38 ..... 20
Definite integrals, error in example in Williamson's Integral Calculus corrected. No. 43 ..... 21, 60, 157
Differential equation \(d y+d x=y(x-y) \div x(x+y)\) solved. No. 53. ..... 318
Draw bridge, path of man crossing a, while opening, and ratio of rate in his path and velocity of end of bridge, required. No. 50 . ..... 250
Ellipeoid, find maximum, cut out of given right conic frustum. No. 51. ..... 250
Leal of strophoid, in leaf of, find axis of inscribed leaf of lemniscate, and in leaf of lemniscate find axis of inseribed leaf of strophoid. No. 49. ..... 182
Path of fly passing over diameter of revolving table, and ratio of rates of table and fly, determined. No. 45 ..... 119
Rainfall, depth of water in circular section basin after rain, and height, and diameters at different heights, the diameter being trebled for every inch in height, given; what was rainfall? No. 48. ..... 147
Solid, find surface, volume, and center of gravity of each, where it has a square for its base and all parallel sections squares, and two sections through mid- dle points of opposite sides of the square semi-circles. No. 54 ..... 814-817
Target, where a, in line of two lights of given intensities, must be set up to re- coive maximum illumination. No. 52 ..... 268
"The Thistle of Scotland" curve, find equation and determine asymptotes. No. 44 ..... 21-22
Vault, find conver surface and volume of, whose floor forms a square, and all parallel sections squares, the two vertical sections through middle points of opposite sides being equal semi-circles. No. 47 ..... 146
Volume of tetrahedron whose edges are lines joining points \(A, B, C, D\) in space, \(D\) remaining fixed and \(A, B, C\) moving, and co-ordinates of points given, re- quired times when, will be a certain number of cubic inches. No. 46 ..... 121
MEOHANICS.
Balloon, required volume of hydrogen to be put into balloon so as to be on point of ascending with man. No. 35 ..... 248
Box, time to empty rectangular, if vertical slit is made in middle of side. No. 38 ..... 270
Motion, to determine, of perfectly elastic but rough mass \(M\) and radius \(R\), let fall, while rotating, on horizontal plane. No. 31 ..... 148
Person standing in swing, rises at lowest point and crouches at highest. No. 89 310-s20Prolate spheroid of revolution, fixed at focus is given a blow at extremity ofminor axis, etc. No. 88817-818
Resultant attraction, if particle is placed within thin cylindrical shell without ends. No. 84 ..... 217
Sphere and board, if board is balanced but inclined and sphere liberated above point of suspension, to find motion of the system. No. 87 ..... 280
Stalk, at what angle wedge-shaped blade struck to sever, with least force. No. 83. ..... 188
Wind pump, to find pressure along the axis of wheel. No. 82 ..... 185, 242
DIOPHANTINE ANALYSIS.
Decompose into sums of two squares 182.618 . No. 85. ..... 80
Demonstrate that \(x^{8}+(2 x-3)^{8}+(n x-8 n)^{8}=n^{8} x^{8}\), when \(n\) is any number, and \(n^{2}+1=x\). No. 88 ..... 151
Equation \(x^{8}+y^{2}=a^{2}\), solved. No. 45 ..... 282
Equation, what is the, when sum of three positive integral cubic roots of, is a square. No. 40. ..... 187
Find first four integral values of \(n\) in \(n(5 n-3)+2=a\) square. No. 87 ..... 151
Find first \(n \in\) integral values of \(n\) in \(n(n+1)+2=a\) square. No. 36. ..... 81
General solution, finding values of \(a\) and \(b\) to make \(x\) and \(y\) integral in \(x^{2}+x \sqrt{x y}=a\) and \(y^{2}+y \sqrt{x y}=b\). No. 46 ..... 288
Least integral values of \(a, b, c, d\), to find in given equation. No. 41 ..... 188
Note on solutions of problem 27. ..... 85
Number, what is the, when the \(m^{\text {th }}\) root of the \(n^{\text {th }}\) power of an integral number is a perfect \(p^{\text {dh }}\) power. No. 89 ..... \(15=\)
Parallelograms, required all, whose sides \(a, b\) and diagonals \(c, d\) are rational. No. 42 ..... 83, 219, 820-822
Prove that \([n(n+1)(2 n+1)]+6\) is a whole number for all valves of \(n\); and\([n(n-1)(n+1)]+24\) when \(n\) is odd. No. 8480
Series of integral numbers, find, in which sum of any two consecutive terms is the square of their difference. No. 48 ..... 221
Triangle, hypotenuse of right triangle extended at both extremities and lines drawn from right angle to extremities, to find integral values for all lines. No. 44. ..... 221
AVERAGE AND PROBABLITTY.
Average area of all right triangles having constant hypotenuse. No. 28.58-00, 223, 256
Arrows sticking in target, show chance, etc. No. 38 ..... 824
Earth from sun, average distance, neglecting perturbations. No. 29 ..... 154, 257
Mean area of dodecagonal surface formed by joining random points, one in each sectoral triangle of regular inscribed dodecagon. No. 27 ..... 84
Notes on problem 28. ..... 58-00, 228, 256
Note on problem 83 ..... 823
Ordinates, find chance that, of two points taken at random in circumference of a semi-circle, fall on either side of a point taken at random on the diameter. No. 34 ..... 250
Random sector, to find average area of, whose vertex is a random point in a given circle. No. 82. ..... 258
Rectangle, to find average length of a line drawn across opposite sides. No. 81 ..... 191
Regular polygons, average area of all, having a constant apothem. No. 88. ..... 238
Square, find chance that distance of two points within a, shall not exceed a side. No. 85. ..... 285
Triangles, average area of all, having a given base and vertical angle. No. 28 ..... 158
Triangles, average area of all, inscribed in a given circle. No. 80. ..... 180
Triangles, average area of all, having two sides \(a\) and \(b\). No. 87. ..... 828-824
MISCELLANEOUS.
Center of gravity of plane surface, when sum of distances of that point from all other points is a minimum. No. 80 . ..... 88
Chord, length of, cutting off \(1-5\) of area of given circle. No. 86. ..... 188
Field, area when distances from point without square, to corners \(A, B, C\), are given. No. 83 ..... 155
Fomalhout and Antares, sidereal time to observer in given latitude when they have same altitude. No. 35 . ..... 102, 224-225
Note on solution IV, page 190, Vol. II ..... 80
Note on problem 4 ..... 91
Parallelogram, volume of solid generated by variable, required. No. 84 ..... 828-827
Pendulum, length of, when clock gains so much, and length to keep true time. No. 80 ..... 290
Stalk, at what inclination, vertical cylindric, struck to sever by least blow. No. 81 ..... 88
Storm, how far ofl when edge of storm-cloud is just visible above horizon, if cloud is one mile above earth. No. 82 ..... 88
San, at what angle with horizon will rise in given latitude. No. 88 ..... 288
Tract of land, determine from data of problem, dimensions and area of rectan- gular, and of largest square field inscribed in the two right triangles formed by its diagonal. No. 87 ..... 223
Sidereal time to observer in given latitude; when Fomalhout and Antares have same altitude. No. 35 ..... 192, 224, 827
-
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\section*{BOLYAI FARKAS. [WOLFGANG BOLYAI.]}

BY DR. GEORGE BRUCE HALSTED. OR the treatment of parallels, what Frischauf calls "das anschaulichste Axiom," is due to the researches of Bolyai Farkas. He gives it in his "Karzer Grandriss eines Versuchs" etc., p. 46, as follows: "Koennten jede 3 Punkte, die nicht in einer Geraden sind, in eine Sphaere fallen; so waere das Rucl. Ax. XI. bewiesen." Thus the space whose every three points are costraight or concyclic is Fuclidean.

But in his Autobiography written in Magyar, of which my forthcoming life of the Bolyais contains the first translation ever made, he says: "Yet I was not satisfied with my attempts to prove the Problem of Parallels, which was ascribable to the long discontinuance of my studies, or more probably it was due to myself that I drove this problem to the point which robbed my rest, deprived me of tranquility."

Hitherto what was known of the Bolyais came wholly from the published works of the father, Bolyai Farkas, and from a brief article by Architect Fr. Schmidt of Budapest, "Aus dem Leben zweier ungarischer Mathematiker, Johann und Wolfgang Bolyai von Bolya. Grunerts Archiv, Bd. 48, 1868, p. 217.

In two communications sent me in September and October, 1895, Herr Schmidt has very kindly and graciously put at my disposal the results of his subsequent researches which I will here reproduce. But meantsme I have from entirely another source come most unexpectedly into possession of original documents so extensive, so precious that I have determined to issue them in a
separate volume devoted wholly to the life of the Bolyais ; but these are not ased in the sketch here given.

Bolyai Farkas was born February 9th, 1775, at Bolya in that part of Transylvania (Erdély) called Székelyföld. He studied first at Enyed, afterward at Klausenburg (Kolozsvar), then went with Baron Simon Kemény to Jena and afterward to Goettingen. Here he met Gauss, then in his 19th year, and the two formed a friendship which lasted for life.

The letters of Gauss to his friend were sent by Bolyai in 1855 to Professor Sartorius von Walterhansen, then working on his biography of Gauss. Everyone who met Bolyai felt that he was a profound thinker and a beantiful character.

Benzenberg said in a letter written in 1801 that Bolyai was one of the most extraordinary men he had ever known.

He returned home in 1799, and in January, 1804, was made professor of mathematics in the Reformed College of Maros-Vásárhely. Here for 47 years of active teaching he had. for scholars nearly all the professors and nobility of the next generation in Erdély.

Sylvester has said that mathematics is poesy.
Bolyai's first published works were dramas.
His first published book on mathematics was an arithmetic: Az arithmetica eleje. 8 vo . I-XVI, \(1-162 \mathrm{pp}\). The copy in the library of the Refurmed College is enriched.with notes by Bolyai János.

Next followed his chief work, to which he constantly refers in his later writings. It is in Latin, two volumes, 8vo. with title as follows: Tentamesi| Juventutem Studiosam | in Elementa Matheseos Puris, Elementaris ao | sublimioris, methedo intuitiva, evidentia- | que huic propria, inyboducendi. | Cum appendice triplice.

Auctore Professore Matheseos et Physices Chemiæque | Publ. Ordinario. | Tomus Primus. | Märoe Vasarhelyini. 1832. | Typis Collegii Reformatorum per Josepruy, et | Simeoney Kali de felsö Vist. | At the back of the title: Imprimatur. | M. Vásárhelyini Die | 12 Octobris \(1829 . \mid\)

The now world renowned Appendix by Bolyai János was an afterthought of the father, who prompted the son not 'to occupy himself. with the theory of parallels,' as Staeckel says, but to translate from the German into Latin a condensetion of his treatise, of which the principles were discovered and properly appreciated in 1823, and which was given in writing to J. W. von Eckwehr in 1825.

The father, without waiting for Vol. II., inserted this Latin translation, with separate paging (1-26), as an Appendix to his Vol. I., where, counting a page for the title and a page 'Explicatio signorum,' it has twenty-six numbered pages, followed by two unnumbered pages of Errata.

The treatise itself, therefore, contains only twenty-four pages-the most extraordinary two dozen pages in the whole history of thought !

Milton received but a paltry 5 pounds for his Paradise Lost ; but it was at least plus 5. Bolyai Janos, as we learn from Vol. II., p. 384 of 'Tentamen,' contributed for the printing of his eternal 26 pages, 104 florins 54 kreuzers.

That this Appendix was finished considerably before the Vol. I., which it wWs, is seen from the references in the text, breathing a just admiration for Appendix and the genius of its author,

Thus Bolyai Farkas says, p. 452 : Elegans est conceptus similium, quem B. Appendicis Auctor dedit; again, p. 489: Appondicis Auctor, rem nine singulari aggressus, Geometriam pro omni casu absolute veram posuit; mvis e magna mole, tantum summe necessaria, in Appendice hujus tomi exuerit, multis (ut tetraedri resolutione generali, pluribusque aliis disquisition( elegantibus) brevitatis studio omissis. And the volume ends as follows, \(\mathbf{p}\). : Nec operae pretium est plura referre ; quum res tota ex altiori contemplais puncto, in ima prenetranti oculo, tractetur in Appendice sequente, a quovis li veritatis purae alumno digna legi.

The father gives a brief resume of the results of his own determined, lifei, desperate efforts to do that at which Saccheri, J. H. Lambert, Gauss also failed, to establish Fuclid's theory of parallels a priori.

He says, p. 490: "tentamina idcirco quae olim feceram, breviter expola veniunt; ne saltem alius quis operam eandem perdat." He anticipates J. boeuf's "Prolégomènes philosophiques de la géométrie et solution des postu" with the full consciousness in addition that it is not the solution,-that the I solution has crowned not his own intense efforts, but the genius of his son.

This son's Appendix which makes all preceding space only a special case, i a species under a genus, and so requiring a descriprive adjective, Euclidean, wonderful production of pure genius, this strange Hungarian flower saved for the world after more than thirty-five years of oblivion, by the rare dition of Professor Richard Baltzer of Dresden, afterward professor in the Unisity of Giessen. He it was who first did justice publicly to the works jobachevski and Bolyai.

Incited by Baltzer, 1866, J. Hoüel issued a French translation of Lobavaki's Theory of Parallels and in a note to his Preface says: "M. Richard teer, dans la seconde édition de ses excellents Elénents de Géométrie, a, le mier, introduit ces notions exactes à la place qu'elles doivent occuper." nor to Baltzef ! But alas ! father and son were already in their graves !

Fr. Schmidt in the article cited (1868) says: "It was nearly forty years ore these profound views were rescued from oblivion, and Dr. R. Baltzer, of sden, has acquired imperishable titles to the gratitude of all friends of science the first to draw attention to the works of Bolyai, in the second edition of his ellent Elemente der Mathematik (1866-67). Following the steps of Baltzer, fessor Hoüel, of Bordeaux, in a brochure entitled: Essai critique sur principes fondamentaux de la Géométrie élémentaire, has give extracts from lyai's book, which will help in securing for these new ideas the justice they rit."

The father refers to the son's Appendix again in a subsequent book, Ürtan mei Kezdöknek [Elements of the science of space for beginners] (1850-51), pp. . In the College are preserved three sets of figures for this book, two by the
author, and one by his grandson, a son of J̇anos. The last work of Bolyai Farkas, the only one composed in German, is entitled: Karzer Grundriss eines Versuchs
I. Die Arithmetik, durch zvekmässig Konstruirte Begriffe, von eingebil. deten und unendlich-kleinen Grössen gereinigt, anschaulich and logisch-streng darzustellen.
II. In der Geometrie, die Begriffe der geraden Linie, der Ebene, den Winkels allgemein, der winkellosen Formen, und der Krummen, der verschied enen Arten der Gleichbeit u.d.gl. nicht nur scharf \(\mathbf{z u}\) bestimmen; sondern auch ihr Seyn im Raume zu beweisen : und da die Frage, ob zwey von der dritten geschnittene Geraden, wenn die summe der inneren Winkel nicht \(=2 R\), sich schnoiden oder nicht? Niemand auf der Erde ohne ein Axiom (wie Euklid des XI) aufzustellen, beantworten wird ; die davon unabhängige Geometrie absusondern; und eine auf die Ja-Antwort, andere auf das Nein so zu bauen, das die Formeln der letzten, auf ein Wink auch in der ersten gültig seyen.

Nach ein lateinischen Werke von 1829, M. Vásárhely, und eben daselbat gedruckten ungrischen.

Maros Vásárhely 1851.8 vo. pp. 88.
In this book he says, referring to his son's Appendix : "Some copies of the work published here were sent at that time to Vienna, to Berlin, to Goettirgen. . . . . From Goettingen the giant of mathematics, who from his pinnacle embraces in the same view the stars and the abysses, wrote that he was surprised to see accomplished, what he had begun, only to leave it behind in his papers." This refers to 1832. The only other record that Gauss ever mentioned the book is a letter from Gerling written October 31st, 1851, to Wolfgaing Bolyai on receipt of a copy of 'Kurzer Grundriss.' Gerling, a scholar of Gauss, had been from 1817 Professor of Astronomy at Marburg. He writes: "I do not mention my earlier occupation with the theory of parallels, for already in the year 1810-1812 with Gauss, as earlier as 1809 with J. F. Pfaff I had learned to perceive, how all previous attempts to prove the Euclidean axiom had miscarried. I had then also obtained preliminary knowledge of your works, and so, when I first [1820] had to print something of my view thereon, wrote it exactly so, as it yet stands to read on page 187 of the latest edition.

We had about this time [1819] here a law professor Schweikart, who was formerly in Charkow, and had attained to similar ideas, since without help of the Euclidean axiom he developed in its beginnings a geometry which he called Astralgeometry. What he communicated to me thereon, I sent to Gauss, who then informed me, how much farther already had been attained on this way and later also expressed himself about the great acquisition, which is offered to the few expert judges in the Appendix to your book."

The 'latest edition' mentioned appeared in 1851, and the passage refarred to is: "This proof [of the parallel-axiom] has been sought in manifold ways by acute mathematicians, but yet until now not found with complete sufficiency. So long as it fails, the theorem, as all founded on it, remains a hypothesis, whose
validity for our life indeed is sufficiently proven by experience, whose general, necessary axactness however could be doubted without absurdity."

Alas ! that this feeble utterance should have seemed sufficient for more than thirty years to the associate of Gauss and Schweikart, the latter certainly one of the independent discoverers of the non-Euclidean geometry. But then since neither of these sufficiently realized the transcendent importance of the matter to publish any of their thoughts on the subject, a more adequate conception of the issues at stake could scarcely be expected of the scholar and colleague. How different with Bolyai János and Lobachévski, who claimed at once, unflinchingly, that their discovery marked an epoch in human thought so momentous as to be unsurpassed by anything recorded in the history of philosophy or of science, demonstrating as had never been proven before the supremacy of pure reason at the very moment of overthrowing what had forever seemed its surest possession, the axioms of geometry.

Austin, Texas, December 16ih, 1895.

\section*{T:LE DUPLICATION OF THE NOTATION FOR IRRATIONALS.}

\author{
By JOS. V. COKhms, Ph. D., State Mormal Sehool, Stevens Point, Wiseonsin.
}

Authorities agree in crediting Rudolff (1525), the German cossist, with the introduction of the radical sign, \(V\), not precisely as we use it, but one such mark for a square root, three.for a cube, and two for a fourth root. Cantor thinks it probably originated from a West-Arabian custom of using dots, by makings lines of the dots, and connecting them in the making by lighter lines. These dots in turn originated, it is thought, in the use of the letter, dschim, the first in the Arabian word for root. Rudolff was followed by Stifel in the employment of this. notation, and afterwards Girard (1633) changed it to the present form. By the middle of the 17 th century the mark had come into general use. The exponent notation; though first used by Rudolff and Stifel in a crude form, was employed as we now have it for integral values of the exponents by Descartes. Soon after, Wallis, in his arithmetica infinitorum (1656), interpreted and used the simpler forms of fractional exponents, though Stevin (1585) had suggested the meaning to be assigned them. Then in 1676 Newton wrote to Oldenburg "since algebraists write \(a^{2}, a^{2}, a^{4}\), etc., for an, ana, aaaa, etc., so I write \(a^{1}\), \(a^{l}\), al , for \(v^{\prime} a\), \(\checkmark a^{3}, 1^{\prime}\) e. \(a^{b}\)." Newton went further in connection with his binomial theorem, and generalized this use of exponents into the exponential function. The question naturally arises why was it that the old notation for roots was not replaced by the new as had been done in numerous instances before? Doubtless the best
reason for this is the fact that the radical signs were firmly intrenched by extended use before the fractional exponents as we have them were even thought of.

Now from one standpoint at least this duplication of marks for one of the commonest operations in mathematics is unfortunate. It certainly complicates unnecessarily a rather difficult part of elementary algebra. Doubtless all would agree that one or the other should be given up unless there is a good and suff. cient reason for its retention. If either is to be discarded there is no question for a moment as to which should go. The use of fractional exponents is in perfect accord with that of integral ones, and introduces no new marks or conventions, while the radical sign notation is out of harmony with everything else in the algebraic notation. The radical sign and index are new marks, while the fractional exponent is an old quantity in a new place whose interpretation is quite natural. However, it should be said that the fractional exponent notation is ambiguous, since, in general;
\(\left(a^{m}\right)^{\frac{1}{n}}\) will not be the same as \(\left(a^{\frac{1}{n}}\right)^{m}\), though each reduces to \(a^{\frac{m}{m}}\). Never.
theless, even here the fractional exponent notation is to be preferred to the others, since the elementary treatment of irrationals virtually depends on the ignoring of this difference. (See, for example, Todhunter's Algebra, ed. 1877, p. 153 ; Chrystal's Treatise, Chapter X, Part II.) Not a few authors succeed by their manner of treatment in slurring this over. In this connection it ought to be said that some authors' books show distinct traces of their having been confused by the double surd notation. If authors themselves are not clear in their treatment of irrationals, it is likely that their students also will be more or less puxsled. This of itself would be a sufficient justification of an effort to remove the difficulty.

One obstacle in the way of dispensing entirely with the radical signs consists in the practical difficulty of writing and printing fractional exponents. But this, one is constrained to believe, can readily be overcome. And first it may be remarked that there is the same justification for omitting the numerator 1 in a fractional exponent that there is for never writing the integral exponent 1 . When omitted it can be understood. Then again there is the same justification for dropping the denominator 2 in the exponent that there is for understanding the radical index 2 when no index is written. Thus all that is left of the fractional exponent \(\frac{1}{2}\) is the horizontal line or the solidus oblique line. To make the changes suggested clear to the reader, some expressions are written below with their values in the three notations:


The proposed notation would do away with vinculums and would use preferably the solidus sign for division as is the tendency now in English mathematical and scientific books. In printing, \(1^{\prime}\) would be replaced by )' on one type, and in script the latter would be made, without lifting the pen, in loop form. However, when the numerator of the fractional exponentis other than unity, the usual fractional exponent notation (which for this case is preferable to the radical sign notation) would be employed. Notice that by the simple changes proposed, which are perfectly natural ones, all the advantages of the duplicate notetion would be preserved with none of its disadvantages, such as the use of the unsightly hieroglyphic-like radical sign (giving as it does a forbidding appearance to the printed page), and the confusion which arises from the simultaneous use of two distinct notations for the same operation.

In conclusion it should be emphasized that mathematicians themselves are not likely to feel the need or approve of any change in the algebraic notation. Like the reform in spelling, it is in the interest chiefly of the hundreds of thousands of students of elementary mathematics yet to come, and not in that of those who have already mastered the two notations, that this reform is urged. Surely it is not too much to ask that the fractional exponents as now written be employed exclusively (instead of largely as now) in all higher works involving the use of algebraical symbols. The abridgments would then be likely to come as a matter of course.

Slevens Point, Wisconsin, May 11, 1895.

\section*{INTRODUCTION TO SUBSTITUTION GROUPS.}

\author{
By G. A. MunBR, Ph. D., Leipaig, Germany. \\ [Continued from December Number.]
}

The Conbtruction of Non-Pbimitive Groupg with Three Systems of Non-Primitivity.
Let the degree of the required group \(G\) be \(3 n\). \(G\) must be a subgroup (using subgroup in its broad sense in wnich it includes the group itself and identity) of
\[
\left(a_{1} a_{2} \ldots \ldots a_{n}\right) \operatorname{all}\left(b_{1} b_{2} \ldots \ldots b_{n}\right) \text { all }\left(c_{1} c_{2} \ldots \ldots c_{n}\right) \text { all. }
\]

If \(G_{1}\) is not identity,* its constituents must be conjugate transitiv subgroups of these three systems.

If we designate the systems by \(A, B\), and \(C\), the permutations of the sys tems must correspond to a group of these three letters, for if these permutation would not form a group of operations \(G\) itself could not be a group. Hence ev. ery non-primitive group with three systems must correspond to one of thi following groups :
\[
(A B C) \text { cyc } \quad(A B C) \text { all }
\]

Since the former of these is a subgroup of the latter it follows that at least a part of every non-primitive group in three systems corresponds to

\section*{( \(A B C\) )cyc}
we proceed to find this part. By a course of reasoning similar to that employed under two systems it follows that all the substitutions which transform ans \(G_{1}\) according to \(A B C\) must be contained in
\[
\left(a_{1} a_{2} \ldots \ldots a_{n}\right) \text { all }\left(b_{1} b_{2} \ldots \ldots b_{n}\right) \text { all }\left(c_{1} c_{2} \ldots . c_{n}\right) \text { all } a_{1} b_{1} c_{1} \cdot a_{2} b_{2} c_{2} \ldots \ldots a_{n} b_{n} c_{n}
\]
and all those which transform \(G_{1}\) according to \(A B C\) must be contained in
\[
\left(a_{1} a_{2} \ldots \ldots a_{n}\right) \text { all }\left(b_{1} b_{2} \ldots \ldots b_{n}\right) \text { all }\left(c_{1} c_{2} \ldots \ldots c_{n}\right) \text { all } a_{1} c_{1} b_{1}, a_{2} c_{2} b_{2} \ldots \ldots a_{n} c_{n} b_{n}
\]

These sets are not independent, for if
\[
{ }^{8} \gamma \quad \gamma=1,2, \ldots(n!)^{8}
\]
represents the substitution of one set then will the ( \(n!)^{3}\) different corresponding values of
\[
\overrightarrow{\mathbf{B}_{\boldsymbol{\gamma}}}
\]
represent the substitutions of the other set.
If in any non-primitive group \(G_{2}\) stands for the substitution belonging tc the first set and \(G_{3}\) for those belonging to the second set, and if \(g_{2}\) and \(g_{3}\) represent the number of substitutions in \(G_{2}\) and \(G_{3}\) respectively we derive from the fact that if a group contains \(8_{\dot{\gamma}}\) it must also contain \(8_{\gamma}^{-1}\) that
\[
g_{8}=g_{8}
\]

If in any non-primitive group we multiply any substitution of \(G_{2}\) by all

\footnotetext{
This case was not consddered under two nystems of non-primitivity. It was unnecessary to conada or it. For, aince a transitive group contalns substitutions Which replace a given letter by all of the le tern involved it follows that the order of a non-primitive group is alwaye equal to its degree. It can em lily be shown that the order of any tranative group is a multiple of its degree.
}
the subetitutions of \(G_{3}\) we obtain \(g_{3}\) different substitutions of \(G_{1}\), hence
\[
g_{1} \geqq g_{3} .
\]

If we multiply a given substitution of \(G_{\mathbf{g}}\) into all the substitutions of \(G_{1}\) we obtain \(g_{1}\) different substitutions of \(G_{3}\), hence
\[
g_{3} \geq g_{i} .
\]

Combining the last two relations with the preceding we obtain for any nonprimitive group with three systems of non-primitivity
\[
g_{1}=g_{2}=g_{3} .
\]

Since the relation between \(G_{8}\) and \(G_{8}\) is such that we can derive one directly from the other we shall generally consider only \(G_{2}\). But \(G_{2}\) can be directly obtained from \(G_{1}\) provided we have given one of the substitutions of \(G_{z}\). Hence to construct the non-primitive group (or the part of a non-primitive group) corresponding to
\[
(A B C) \mathrm{cyc}
\]
it is only necessary to find \(G_{1}\) and one substitution ( \(\boldsymbol{s}_{\gamma}\) ) corresponding, to \(A B C\). \({ }^{8} y\) must clearly satisfy the following conditions :
(1) Its cube is found in \(G_{1}\).
(2) It transforms \(G_{1}\) into itself.
(3) It permutes the systems according to \(A B C\).

These three conditions are sufficient for if any substitution \({ }^{8} \gamma\) fulfills these conditions then is
\[
G_{1}+G_{1}{ }^{8} \gamma+G_{1} 8_{\gamma}^{-1}
\]
a non-primitive group for
\[
\begin{aligned}
& G_{1}{ }^{8} \gamma_{1} G_{1}=G_{1} 8^{8} \gamma_{1} G_{1}{ }^{8} \gamma^{-1} \gamma_{1}=G_{i}{ }^{8} \gamma_{1} \\
& G_{1}{ }^{8} \gamma^{-1} G_{1}-G_{1}{ }^{8} \gamma^{-1}\left(\mathcal{I}_{1}{ }^{8} \gamma_{1}{ }^{8} \vec{\gamma}^{-1}=G_{1}{ }^{8} \gamma \quad .\right. \\
& \text { etc., etc., etc. }
\end{aligned}
\]

It remains to prove that the three given conditions are necessary as well as sefficient, \(i_{t} e\)., we have to show that none of the three pair of conditions is sufficient. The pair which excludes the last condition is evidently insufficient, and the following examples prove that the other two pair are also insufficient.
\[
\begin{array}{c|c|cl}
1 & 1 & 1 & 1 \\
a b c & d e f & g h i & a b c . d e f . g h i \\
a c b & d f e & g i h & a c b . d j e . g i h \\
& & a b . d e . g h \\
& & & \text { ac.df.gi } \\
& & & \text { bc.ef.hi }
\end{array}
\]

For aehbdg.cfi satisfies the second and third but not the first of the thre conditions if we take the first of these groups for \(G_{1}\), and aehbficdg satisfies th first and third but not the second if we take the second of these groups for \(G_{1}\) Hence we see that the three given conditions are necessary as well as sufficien!

If the transitive constituents of \(G_{1}\) admit only a cyclical (not a symmetric permatation then it is impossible to construct a \(G\) corresponding to (ABC)al and involving the given \(G_{1}\). If they admit a symmetric permutation we hav to add to the part of \(G\) corresponding to ( \(A B C\) )cyc sufficient substitution to make it correspond to ( \(A B C\) ) all. By a course of reasoning similar to tha which we have just parsued we prove that it is only necessary to find one subeti tution \(\boldsymbol{o}^{\boldsymbol{\beta}}\) corresponding to \(A B\), and that \(\boldsymbol{s}^{\boldsymbol{\beta}}\) must satisfy the following conditions
(1) Interchange the first two systems.
(2) Have its square in \(G_{1}\).
(3) Transform the group corresponding to \(A B C\) into itself.

To fix these ideas we proceed to the construction of the non-primitiv groups of degree six which contain three systems of non-primitivity. We shall then have found all the non-primitive groups up to degree eight as no such groapt can exist for degree seven, or any other prime degree.

\section*{Non-Primitive Groups of Degree Six with Three Syetems of Non-Primitivity.}
\(G_{1}\) must be one of the following four groups: (ab)(cd)(ef),\{(ab)(cd). . (ef) \(\rangle\) pos, (ab.cd.ef), \(1 G_{\mathrm{s}}\) must be contained in
\[
(a b)(c d)(e f) a c e . b d f
\]
(a) If \(G_{1}=(a b)(c d)(e f)\) then will ace.bdf evidently satisfy the three neces sary conditions, we thus obtain a non-primitive group corresponding to \(A B C\) whose order is 24, viz:
\[
\begin{equation*}
(a b)(c d)(e f)(a c c . b d f) c y c=(a b c d e f)_{2 \& b^{*}} * \tag{1}
\end{equation*}
\]

For \({ }^{\boldsymbol{\beta}} \boldsymbol{\beta}\) we may take ac.bd. This leads to a group of order 48 which ha the preceding group as a self-conjugate sub-group. The group is
\[
\begin{equation*}
(a b)(c d)(e f)(a c e . b d f) c y c(a c . b d)=(a b c d e f)_{4} \tag{2}
\end{equation*}
\]
(b) If \(G_{1}=\{(a b)(c d)(e f)\rangle\) pos we can again use ace.bdf for \({ }^{r} \gamma\). We tho obtain a second non-primitive group of order 12, viz :
\[
\begin{equation*}
\{(a b)(c d)(e f)\} p o s(a c e . b d f)=(a b c d e f)_{1, t} \dagger \tag{3}
\end{equation*}
\]

This is the only group that corresponds to \(A B C\) since the negative substi tutions which correspond to the most general \(G_{2}\) do not have their cubes in thi

\footnotetext{
The foot note in regard to (abcolef)a., applies aleo to this group.
FThe foot note in regard to (abedef) ae, applies aleo to this group.
}

G \(_{3}\). For \({ }^{\boldsymbol{s}} \boldsymbol{\beta}\) we may take both \(a c . b d\) and adbe. We thus obtain two additional groupe of order 24, vis:
(4)
\[
\begin{align*}
& \{(a b)(c d)(e f)\} \text { pos }(a c c . b d f)(a c . b d)=(+a b c d)_{\mathrm{E}} 4 \\
& \left\{( a b ) ( e d ) ( e f ) \left\{\text { pos }(a c e . b d f)(a d b c)=( \pm a b c d)_{\mathrm{E}}\right.\right. \tag{5}
\end{align*}
\]
(c) If \(G_{1}=(a b . c d . e f),{ }^{3} \gamma\) may again equal ace.bdf. The two subetitutions ab.cd.ef and ace.bdf generate the group. The first interchanges the two cycles of the second and the second interchanges the three cycles of the first. The resulting group must therefore have two as well as three systems of non-primitivity, and hence is found in the former list. All the other three possible groups corresponding to \(A B C\) are conjugate to this.

For \({ }^{s} \beta\) we may use ac.bd, but with ace.bdj this will generate (ace.bdf) all. Hence this group is also found in the list of non-primitive groups with two systems of non-primitivity. Hence there is no additional non-primitive group for \(G_{1}=(a b . c d . e f)\).
(d) If \(G_{1}=1\) the second condition of \(s y\) is satisfied by every subetitution. The subetitutions that may correspond to \(A B C\) must be of the third order and are therefore all conjugate so that we need to consider only one of them. We thus obtain the intransitive group
(ace.bdf) cyc.

If we take ac.bd for \(\boldsymbol{s} \boldsymbol{\beta}\) we obtain an intransitive group corresponding to ( \(A B C\) )all. If we take \(a b . d c\).ef for \(8 \beta\) we obtain a non-primitive group whioh is also non-primitive in two systems as is evident. Hence \(G_{1}=1\) leads to no new non-primitive gronp.

We have now examined the entire region through degree six with a view to its non-primitive groups and have found the following

Liet of Non-Primitive Groups Through Degrer Six.
\begin{tabular}{|c|c|c|c|}
\hline \multirow[t]{4}{*}{Degree
\[
4
\]} & \multirow[t]{3}{*}{Order 4} & No. & Group \\
\hline & & 1 & (abcd) \\
\hline & & 2 & (abcd)cyc \\
\hline & 8 & 1 & (abcd)s \\
\hline \multirow[t]{9}{*}{6} & 6 & 1 & (abcdej) \({ }_{\text {c }}\) \\
\hline & & 2 & (abcdef)cyc \\
\hline & 12 & 1 & (abcdef) 12 \\
\hline & & 2 & (abcdef \()_{18}\), \\
\hline & 18 & 1 & (abcdef) \(\mathrm{i}_{\text {e }}\) \\
\hline & 24 & 1 & ( + abcdef) \(\mathrm{sc}_{4}\) \\
\hline & & 2 & (土abcdef) \(\mathrm{sc}_{4}\) \\
\hline & & 3 & (abcdef) 24. \\
\hline & 86 & 1 & (abcdef ) \({ }_{\text {a }}\) \\
\hline
\end{tabular}
\begin{tabular}{lll}
48 & 1 & (abcdef \()_{18}\) \\
72 & 1 & (abcdef \()_{28}\)
\end{tabular}

General Remaris on the Construction of Non-Primitive Groups.
Let it be required to find the non-primitive groups of degree \(n, n\) being a composite positive integer greater than three, and let
\[
m_{1}, m_{z}, \ldots . . m_{e}
\]
be all the positive integral factors of \(n\) (excepting unity) which satisfy the relation

Hence we may divide \(n\) as folluws :
\begin{tabular}{cc} 
No. of Systems & No. of Letters in Each System \\
\(m_{1}\) & \(\frac{n}{m_{1}}\) \\
\(m_{z}\) & \(\frac{n}{m_{1}}\) \\
\(\vdots\) & \(\vdots\) \\
\(m_{e}\) & \(\vdots\) \\
\(\frac{n}{m_{i}}\) & \(\frac{n}{m_{e}}\) \\
\(\frac{n}{m_{2}}\) & \(m_{1}\) \\
\(\vdots\) & \(m_{2}\) \\
\(\vdots\) & \(\vdots\) \\
\(\frac{n}{m_{e}}\) & \(m_{e}\)
\end{tabular}

Two of these relations will become identical when \(m_{\alpha}=y^{\prime} n\) for some value of \(\alpha\) in the series
1, 2, . . . e.

Otherwise they will all be different. From these we see that the numi of different ways of dividing \(n\) into systems is odd or even as \(n\) is or is not a p fect square.

The work of finding all the non-primitive groups for any one of these divisions into systems, e. \(g\). the one which contains \(m_{1}\) systems, may be resolved into the following steps :
(1) Contruct the groups (the \(G_{1}\) 's) which have conjugate transitive constituent groups from each of these systems and are so constituted that their con-
rents admit of the permutations of some transitive group of degree \(\boldsymbol{m}_{r}\). The utituent transitive groupa are clearly of degree \(\frac{y}{m}\), unless \(G_{1}=1\). The lask I doee not need consideration when the order of the transitive groap of degree in not a multiple of \(n\).
[To be Oopetineed.]

\title{
HON-EUCLIDEAN GEOMETRY: HISTORICAL ARD EXPOSITORY.
}

\section*{
}
[Continued trom Decomber Nimber.]
Scholion IV: In which is expounded on a figure a certain consideration shich Euclid probably thought, in order to catablish that Postrlate of his as "per wident.

I premise first: within any acute angle BAX g. 12.) can be drawn from any point \(X\) of \(A X\) a cer1 straight \(X B\), which under designated even if obtuse ; 1 R \(R\), which only with this acute \(B A X\) falls short of iright angles; a certain \(X B\), say I , can be drawn, ich at a finite remove meets this \(A B\) in a certain at \(B\). For just that I have demonstrated in a Scholater P. XIII. I premise gecondly: these \(A B, A X\) g. 25) can be underatood as produced inio the infinite


Fig. 12. \(a\) to certain points \(F\), and \(Z\); and likewise the aforesaid \(X B\) (into the infinite and itself produced even to \(\&\) certain point \(Y\) ) can be understood to-


Fig. 25. be so moved above this \(A B\) toward the parte of the point \(Z\), that the angle at the point \(X\) toward the parts of the point \(A\) is always equal to the certain given obtuse angle \(\boldsymbol{R}\).

I premise thirdly: that Euclidean Postulate would be liable now to no doubt, if the aforesaid \(X Y\) in this however great motion above straight \(A Z\) cote always that \(A Y\) in certain points \(B, D, H, P\), and so succesly in other points more remote from this point \(A\).

The reason is evident; since thus any two atraights \(A B, X H\) lying in the e plane, apon which any straight \(\boldsymbol{A} X\) cutting maken two angles toward the
same parts \(B A X, H X A\), less than two right angles, must at length meet toward those parts in one and the same point \(H\).

I premise fourthly: likewise will be no doubt over the truth of the proceding hypothetical assumption, if those later external angles YHD, YDP and so any other succeeding ones, either always are equal to the preceding external angle \(Y B D\), or at least always will be not so much less but that any one of them always will be greater than any little designated acute angle \(K\). For, this holding, it is manifest that this \(X Y\) in that however great motion of its toward the parts of the point \(Z\), never will cease to cut the aforesaid \(A Y\); which assuredly (from the preceding note) is sufficient for establishing the controverted postulate.

Solely therefore remains, that a certain adversary may say those external angles at greater and greater distance from that point \(A\) may become always less without any determinate limit.

But thence would follow, that that \(X Y\) in that motion of its above the straight \(A Z\) would at length meet \(A Y\) in a certain point \(P\) without any angle with the segment \(P Y\), so that indeed a segment of the two straights \(A P Y\), and \(X P Y\) would be in this way common.

But this is evidently repugnant to the nature of the straight line. [The possibility that \(P\) may be a point at infinity is here overlooked.]

But if indeed to anyone may seem less opportune the obtuse angle at that point \(X\) toward the parts of the point \(A\), it may easily be supposed right ; so that indeed (in the motion of the aforesaid \(X Y\) at angles always right above the straight \(A Z\) ) more manifestly may appear that the single points of that \(X Y\) are always moved equably relatively to the basal \(A Z\); and therefore the aforesaid \(X Y\) cannot go over from a secant into a non-secant of the other indefinite \(A Y\), unless either once in some point it precisely touches it, or meets it in some point \(P\), where it has with this \(A Y\) a common segment \(P Y\); each of which I will show contrary to the nature of the straight line in P. XXXIII.

Therefore in accordance with the true idea of the straight line, must that \(X Y\), in however great distance of the point \(X\) from the point \(A\), always meet in some point this \(A Y\). And that this indeed (however small is supposed the acute angle at the point \(A\) ) is sufficient for demonstrating. against the hypothesis of acute angle, the Euclidean Postulate, will follow from P. XXVII.
[Th be Continued.]

\section*{THE BOND PROBLRM.}

By J. E. BLLWOOD, A. M., Coliax Sohool, Pittabury, Penneytvania.

What should an investor pay for one 7 per cent. 8100 . bond to run 20 years, intereat payable semi-annually, in order to realize 8 per cent. per annum, payable semi-annaally?

Let \(X=\) the price paid ; \(R=4 \%\), the semi-annual rate the investor.realizes; \(t=\) the whole number of interest payments; \(r=3 \frac{1}{2} \%\), the rate the bond draws semi-annually ; \(v=\$ 100\).

Besides the interest, the investor gains \(v-x\). which will be due in \(\frac{1}{t}\) years. To liquidate both of these by equal payments requires each semi-annual payment to include the interest ( \(r v\) ) and such portion of the discount \((v-x)\) as would, compounded semi-annually at \(R \%\), amount to \(v-X\) in \(\frac{1}{t}\) years.

Let \(y\) be such a sum ; then
\[
\begin{array}{lllllll}
y(1+R)^{t-1}=\text { amount of } 1 \text { st installment at end of } \frac{3}{3} t \text { years. } \\
y(1+R)^{t-2}= & \text { " } & \text { " } 2 \text { nd } & \text { " } & \text { " } & \text { " } & \text { " } \\
y(1+R)= & " & "(t-1)^{t h} & \text { " } & \text { " } & \text { " } & \text { " } \\
\text { " } \\
y(1+R)^{0}= & \text { " } & \text { " th } & \text { " } & \text { " } & \text { " } & \text { " }
\end{array}
\]

Hence, \(y\left[(1+R)^{t-1}+(1+R)^{t-2}+\ldots \ldots(1+R)+1\right]=0-X\).
Summing the geometrical progression within the brackets, we have
\[
\begin{aligned}
& y\left[\frac{(1+R)^{\ell}-1}{R}\right]=v-X \\
& \text { whence } y=\frac{R(v-X)}{(1+R)^{t}-1}
\end{aligned}
\]

Therefore each of the \(\ell\) equal payments is
\[
v r+\frac{R(v-X)}{(1+R)^{l}-1},
\]
which divided by \(X\) gives \(R\).
\[
\text { Hence, } v r+\frac{R(v-X)}{(1+R)^{t}-1}=R X
\]

Solve this equation for \(X\) and we have :
\[
X=\frac{v(R-r)+v r(1+R)^{t}}{R(1+R)^{t}} \ldots \ldots(A)
\]

In the above general equation substitute values from the problem and we have :
\[
X=\frac{100\left(.04-.03 \frac{1}{2}\right)+3 \frac{1}{2}(104)^{40}}{.04(1.04)^{40}}=\frac{\frac{1}{2}+3 \frac{1}{2} \times 1.04^{40}}{.04 \times 1.04^{40}}
\]

The easy numerical computations are as follows :
\(40 \log 1.04=0.0170333 \times 40=0.681332\), which corresponds to 4.801 .
\[
\frac{1+3 \frac{1}{2} \times 4.801}{.04 \times 4.801}=\frac{17.3035}{.19204}=90.1036
\]
\(\therefore \$ 90.1036\) is the price to be paid for a \(7 \% \$ 100\) bond, interest payable semi-annually for 20 years, in order to realize \(8 \%\) per annum, payable semi-annually.

The general equation ( \(A\) ) can be applied to the solution of the quarterly bond. . In so applying it "we solve the government problem which confronted the Secretary of the Treasury when he placed the late \(\$ 50,000,000\) loan on the market." This problem has been admirably solved by Theodore L. DeLand, the distinguished Examiner of the U.S. Civil Service Commission, first by algebraic analygis in The American Mathematical Monthly; and later by using the Calculus of Finite Differences. The latter solution was issued under cover of the Mathematicial Magazine, January, 1895.

Secretary Carlisle desired to sell 10 -year \(5 \% \$ 100\) bonds, interest payable quarterly, at a price that would enable the purchaser to realize \(3 \%\), interest payable quarterly.

Using these data, we have \(R=\{\%, r=1 \ddagger \%, t=40\). Substituting values, equation ( \(A\) ) becomes :
\[
x=\frac{100\left(.00 \frac{1}{4}--.01 \downarrow\right)+1+(1.0075)^{40}}{.0075 \times 1.0075^{40}}=\frac{1 \nmid \times 1.0075^{40}-\frac{1}{1}}{.0075 \times 1.0075^{40}}
\]
\(40 \log 1.0075=0.0032451 \times 40=0.129804\), which corresponds to 1.34835 .
\[
\frac{14 \times 1.34835-\frac{1}{2}}{.0075 \times 1.34835}=117.223
\]
\(\therefore \$ 117.22_{1^{3}}{ }^{\frac{3}{0}}\) is a just price for the bonds mentioned.
Problems of this kind may be solved very readily by arithmetic, a follows:

Take the first problem above. The bond yields \$7. per annum, which \(i\) \(8 \%\) of \(\$ 87.50\). This would be the price if only \(\$ 87.50\) were to be puid the inves tor at maturity. But he will receive \(\$ 12.50\) more, hence he must now give, \(i\) addition to the \(\$ 87.50\), a sum that will in 20 years at \(8 \%\) compound semi-annuser interest amount to \(\$ 12.50\).
\[
-\$ 12.50+\$ 4.80102=2.6036
\]
\(\therefore \$ 87.50+\$ 2.6036=\$ 90.1036\), the price.
When bonds are bought at a premium, the present value must be deducter from the sum that would be the price to be paid provided that sum were to ber paid the investor at maturity.

Such problems are readily solved, but the arithmetician requires a very complete compound interest table to cover all cases.

The tables used by brokers give the same prices as those obtained by the 0 methods herein set forth; but they extend only to \(6 \%\) bonds to run 60 years.

\section*{GEOMETRY.}

80LUNIOAS OF PROBLEMS.

The Bimson line belonging to one point of intaraection of Brocard'a Diameter of a trion angio with the circumelrcle of thie triengle, fo either parallel or perpendicalar to the beceotor of the angle formed by the dide BC of the triacgle ABC amil the correapondlag side E' C' of Brocurd'a triangle.

\section*{Bolvero by the Propoden.}

We shall first prove the fallowing lemme:
1. If upon the sides of the triangle \(A B C\) are constructed similar isosceles trienglen \(B A_{2} C, C B_{8} A\), and \(A C_{8} B_{1}\), and if the perpendicular \(A_{2} M_{3}\) is produced below \(B C\), so that \(A^{\prime}{ }_{2} M_{a}\) is equal to \(A_{8} M_{a}\) then is \(A C_{2} A^{\prime}{ }_{2} B_{z}\) a parallelogram.


Fig. 1.
bat
\[
\Varangle C_{i} B A^{\prime}=\Varangle C_{8} B C+\Varangle C B A^{\prime} ;
\]
therefore
bat
heace
\[
\Varangle C B A,=\Varangle A, B C
\]
\[
\Varangle C, B A^{\prime}=\Varangle C_{8} B C+\Varangle A_{\varepsilon} B C ;
\]
\[
\Varangle A_{1} B C=\Varangle C, B A
\]
\[
\Varangle C, B A,=\Varangle C, B C+\Varangle C_{1} B A=\Varangle A B C .
\]

The triangle \(A_{f} B M_{e}\) is aimilar to triangle \(C_{8} B M_{c}\) (eince they are right trianglen having \(\Varangle A_{1} B C=z C_{2} B A\) ).

Therefore \(A_{z} B: C_{2} B=B M_{a}: B M_{c}=\frac{a}{2}: \frac{c}{2}=a: c\);
bat
\[
\begin{aligned}
& A ; B=A^{\prime}, B ; \\
& A^{\prime} ; B: C, B=a: c,
\end{aligned}
\]
and since the \(\Varangle A^{\prime}{ }_{8} B C_{8}=\Varangle A B C\), therefore ia triangle \(A^{\prime}, B C_{8}\) timilar to triangle \(A B C\). In a similar manner can be proved that the triangle \(B_{3} C A^{\circ}\) is aleo sim. ilar to triangle \(A B C\), and therefore \(A^{\prime}{ }_{z} B C_{3}\) and \(B_{3} C A^{\prime}\) : are similar to one another. But \(A^{\prime}{ }_{8} B=A^{\prime}{ }_{8} C\) and consequently are the triangles \(A^{\prime}{ }_{8} B C_{8}\) and \(B_{8} C A^{\prime}\), not only similar but aleo equal and therefore \(B_{8} A^{\prime}{ }_{z}=C_{8} A\). In a aimilar mannar can be proved that \(A B_{8}=C_{9} A^{\prime}\); or \(A C_{8} A^{\prime}{ }_{3} B_{y}\) is a parallelogram.
2. The triangles \(A B C\) and \(A_{z} B_{z} C_{z}\) have the eame median point \(E\).

Since \(A O_{9} A^{\prime}{ }_{8} B_{8}\) is a parallelogram, the diagonals \(A A^{\prime}\), and \(A_{8} C_{8}\) will bisect each other at the point \(M^{\prime}{ }_{a} . A_{9} M^{\prime}{ }_{a}\) is a median line in the triangle \(A_{8} B_{8} C_{8}\) as well as in the triangle \(A A_{3} A^{\prime}\). A second median line in the trinngle \(A A_{8} A^{\prime}\) is \(A M_{a}\) (since \(A_{i} M_{a}=A^{\prime}, M_{n}\) ); we have, therefore, that \(A_{i} R=\) \(2 E M^{\prime}{ }_{a}\) and \(A E=2 E M_{a}\). But \(A M_{s}\) is also a medinn line in the triangla \(A B C\), therefore in \(R\) the median point in the triangle \(A B C\) as well as in the triangle \(A_{8} B_{8} C_{8}\).


Fig. 2.
\(A_{8}, B_{3}\), and \(C_{8}\) were the vertices of similar isosceles triangles constructed upon the sides of the triangle \(A B C\), and let \(K A_{2}, K B_{2}\), and \(K C_{8}\) meet the sides \(B C, A C\), and \(A B\) respectively at \(A_{2} \alpha, B_{8} \beta\), and \(C_{2} \gamma\), then it can be proved that triangle \(A_{8} \alpha B_{8} \beta C_{2} \gamma\) is similar to triangle \(A_{8} B_{2} C_{8}\), the center of similitude being \(K\). If we erect a perpendicular at \(A_{z \alpha}\) to \(B C\) to meet Brocard's Diameter at \(Q_{z}\), then, putting for \(A_{1} M_{a}, B_{1} M_{b}\), their equals \(K K_{a}, K K_{b}\) respectively, ( \(A_{1} B_{1} C_{1}\) is Brocard's triangle), we have
\[
\frac{A_{2} M_{a}}{K K_{a}}=\frac{A_{2 \alpha} A_{2}}{A_{2} K}=\frac{Q_{2} M}{Q_{z} K} .
\]

Since the triangles \(A_{2} B C\) and \(B_{2} A C\) are similar, we have
or
\[
\frac{A_{\varepsilon} M_{a}}{B_{z} M_{b}}=\frac{M_{a} C}{M_{b} C}=\frac{n}{b}=\frac{A_{1} M_{a}}{B_{1} M_{b}}
\]
\[
\frac{A_{2} M_{a}}{A_{1} M_{a}}=\frac{B_{2} M_{b}}{B_{1} M_{b}}=\frac{B_{2} \beta^{B_{2}}}{B_{2} \beta^{K}}=\frac{Q_{2} M}{Q_{2} K} .
\]

Therefore
\[
\frac{A_{z \alpha} A_{z}}{A_{2} K}=\frac{B_{z} \beta_{z}}{B_{2} \beta^{2}}
\]
\[
\frac{B_{2} \beta^{B_{2}}}{B_{z} \beta K}=\frac{C_{2} C_{2}}{C_{2} K}=\frac{Q_{8} M}{Q_{z} K},
\]
or, triangles \(A_{8} B_{8} C_{8}\) and \(A_{8} B_{z} \beta_{8} C_{8}\) are similar, and \(K\) is the center of similitade. From the equation
\[
\frac{B_{2} \beta Q_{z}}{B_{z} \beta K}=\frac{Q_{8} M}{Q_{2} K},
\]
it follows that \(\dot{B}_{2} \beta_{2}\) is parallel to \(B_{2} M\), and since \(B_{2} M\) is perpendicular to \(A C\), therefore \(B_{z} \beta Q_{z}\) is also perpendicular to \(A C\), or the perpendicular at \(B_{z} \beta\) to \(A C\) passes through \(Q_{3}\). Similarly, the perpendicular at \(C_{2} y\) to \(A B\) passes through \(Q_{3}\). If, now, \(Q_{8}\) is made to coincide with either \(Q_{3}\) or \(Q_{4}\), the points of intersection of Brocard's Diameter and the circumcircle of the triangle \(A B C\), the triangle \(A_{8} \alpha_{2} B_{2} C_{8} \gamma\) will then degenerate into the straight lines \(Q_{3} Q_{3} b Q_{3 c}\) and \(Q_{10} Q_{b b} Q_{4 c}\) which are the Simson lines belonging to \(Q_{3}\) and \(Q_{4}\) with respect to the circumcircle of the triangle. The triangle \(A_{2} B_{2} C_{2}\) will degenerate into the straight lines \(A_{3} B_{3} C_{3}\) and \(A_{4} B_{4} C_{4}\), which will be parallel to the Simson lines belonging to \(Q_{3}\) and \(Q_{4}\); and they will pass through the median point \(E\), for the lines \(A_{8} B_{3} C_{3}\) and \(A_{4} B_{4} C_{4}\) still have the median point \(E\) in common with \(A B C\).

Also, \(A_{3}, B_{3}, C_{8}\) and \(A_{4}, B_{4}, C_{4}\) are on the perpendiculars at the middle point of the respective sides of the triangle \(A B C\). Since the Bimson lines to \(Q_{3}\) and \(Q_{4}\) correspond to the extremities of a diameter, they are perpendicular to each other, and therefore their parallels \(A_{3} B_{3} C_{2}\) and \(A_{4} B_{4} C_{4}\) are also perpendicalr to each other.

Furthermore, \(\boldsymbol{Q}_{\mathbf{2} a} M_{a}=Q_{a} M_{a}\),
\[
\begin{gathered}
Q_{3 a} M_{a}: M_{a} K_{a}=Q_{4} M_{a}: M_{a} K_{a}, \\
Q_{3 a} M_{a}: M_{a} K_{a}=Q_{3 a} A_{3}: A_{3} K=A_{3} M_{a}: A_{3} A_{1}, \\
Q_{4} M_{a}: M_{a} K_{a}=Q_{4} A_{4}: A_{4} K=A_{4} M_{a}: A_{4} A_{1}, \\
A_{3} M_{a}: A_{3} A_{1}=A_{4} M_{a}: A_{4} A_{1},
\end{gathered}
\]
and
or
whence \(\left\{M_{a} A_{1}, A_{3} A_{4}\right\}\) is an harmonic range, and \(E\left\{M_{a} A_{1}, A_{8} A_{4}\right\}\) is an harmonic pencil. Since \(\nsucc A_{4} E A_{3}=90^{\circ}, E A_{3}\) will bisect the angle \(A_{1} E M_{6}\).

Now, in two similar triangles the bisectors of the angles formed by any line in one triangle with the corresponding line in the other triangle are parallal to each other, hence the bisector of the angle formed by \(A_{1} E\) and \(E M_{E}\), or the line \(A E\), i. e., the line \(A_{3} B_{3} C_{8}\), 一which is parallel to the Simson line belonging to one of the points of intersection of Brocard's Diameter, and the circumcirale about the triangle \(A B C\), -is parallel to the bisector of the angle formed by \(B_{1}\), \(C_{1}\), and \(B C\). (For particulars I can refer to my Geometrical Treatment of curves which are isogonal conjugate to a straight line with respect to a triangle, pablished by Leach, Shewell and Sanborn, New York.)

An excellent solution of this problem was also received from Profensor G. B. M. Eerr.

\section*{CALCULUS.}

Condneted by J. M. COLAW, Monterey, Va. All contributions to this dopartment abould be seat wh in

\section*{SOLUTIONS OF PROBLEMS.}
36. Proposed by H. C. WEITMEER, B. So., M. B., Profeneor of Mathematioa, Manal Tralning find Philadelphia, Pennentrania.

A cube is revolved on its diagonal as an axis. Define the figure described and caleriate its volume.
II. Solution by the PROPOBsR.

The \(\triangle B D E\) has each side \(=V 2 a\), hence the radius of its circumseribed circle \(=\frac{f_{1}}{1} 6 a\). Hence the distance of \(A\) to the plane of \(B D E=\frac{1}{l^{\prime}} \mathbf{8 a}\). Take the origin at the center of the cube and the line \(A G\) as the axis of \(Z\). The revolution will bring each line of the gauche hexagon EHDCBF into either
se position of \(D H\) or \(B F\). The equations of \(D H\) are \(x=1 p^{\prime} 2, y=-\gamma^{\prime} 2 x\), and se equations of \(B F\) are \(x=-\frac{1}{1} \cdot \mathbf{2}, y=-\sqrt{2}\). In either case \({ }^{\prime}=1\) and \(y^{2}=2 x^{4}\) and \(x^{3}+y^{4}=2 s^{4}+\frac{a^{3}}{2}\) which is the equation f the surface generated by the gauche hexagon EHDCBF. his surface could also be generated by the hyperbols \(t=2 x^{2}+3\). Hence the volume of the hyperboloid of one mppe generated \(=\int \pi x^{*} d x\), the upper limit being t/Va and
 se lower limit \(-\boldsymbol{t} V^{\prime} 3 a\). This integral is \(\frac{1}{1} \pi V^{3} a^{3}\).

The lines \(A B, A E\), and \(A D\) generate a cone, radius= \(=1 / 6 a\), altitude \(=\)


The lines \(G F, G H\), and \(G C\) generate another cone of the same size. The sum of the volomes of the three solids \(=7 \pi V 8 a^{2}=1.8138 a^{3}\).

 ted. Frof. Whitatrer aceerta that the colntion by Dr. Fort in the september-Ootober mamber is incor-



Prove that \(\int_{2}^{1} \frac{x^{a-i}+x^{-a}}{1+x} \frac{d x}{x}=\log \left(\tan _{2}^{a \pi}\right)\), when \(a>0\) and \(<1\).
[Williamson's Iningral Caleuliw, p. 154.]
 13molagetit.

There meems to be an error it No. 48, at I find the followine in my copy of Tilliameon :
\[
\int_{0}^{1} \frac{x^{4-1}+x^{-\pi}}{1+x} \frac{d x}{\log x}
\]

Which gives the required reeult.





Find the equation of a curve in which \(\rho=f(\theta)\), in which If equal to \(B C\), in intercept of any becant drawn from the Mretr \(B\) of the rectangle \(A E D B\), and prolonged to cut \(A B\) proHiged in C. Let equal jncrementa of \(\theta\) be proportional to the jual incrementeof \(D B\) an divided by the mecant \(B F, \theta\) being wo Fhen RC colncides Fith \(E D\), and \(\theta=2\) 不 when \(E P\) pateen urongt B. Determine the eaymptotea.






Referring to the diagram given by the Proposer of this problem, July-Au-
gust (1895) Monthly, we have from the similar triangles FBC and FDE the following proportions: \(B C: D E:: B F: D F\), or \(\rho: b:: 2 \pi-\theta: \theta\).
\(\therefore(\rho+b) \theta=2 \pi b \ldots \ldots(1)\), which is the polar equation of The Thistle of Scotland, adopting the suggestipn of Prof. MacCord.

Since \(\rho^{2}(d \theta / d \rho)=-\left[(2 \pi-\theta)^{2} / 2 \pi\right] b\), there is a rectilinear arymptote parallel to the initial line and at a distance \(2 \pi b\) above it. Making \(\theta=\infty\), we have from (1) the equation \(\rho=-b\); and this equation characterizes an asymptotic circle of radius \(b\), or a circular asymptote of same radius, of the curve.

Nors.-The derivation of (1) can be affected in, at least, three different ways; and, according to the conditions of the problem, (1) may also be written
\[
(\rho+b)^{\theta}=a b \ldots \ldots(2) .
\]
II. Solution by WILLIAM SMgIOEDS, A. M., Profescor of Mathematios and Actronomy, Pacific College, Santa Rose, P. O. Sobastopol, California.

From figure given \(\frac{B C}{E D}=\frac{B F}{D F}=\frac{B D-D F}{D F}=\frac{B D}{D F}-1\),
or \(\frac{\rho}{b}=\frac{2 \pi}{\theta}-1 ; \rho=\frac{2 b \pi}{\theta}-b\), the equation of the curve.
When \(\theta=0, \rho=\infty\), and subtangent \(=-2 b \pi\).
The curve has, therefore, an asymptote parallel to \(O X\) at a distance above it, \(2 b \pi\), the circumference of a circle with radius \(A B\).

The curve is concave toward the pole and intersects the axis perpendicularly and at a distance \(b\) to the left of the pole.

Elaborately solved by O. W. ANTHOVY, and C. W. M. BI.ACK.

Errata.-On page 363, of last issue, line 4 . omit \(\sqrt{ } / 3\) in the numerator of the second term ; line 9 , in the numerator, for " \(\left(a^{2}+x^{2}\right)\) " read ( \(a^{2}-x^{2}\) ); line 11 , in the denominator of the second term, for " 4 " read \(4^{2}\); line 14 , for " + " read \(=\), before the last expression ; page 364, line 15 , for "of" read to ; line 17, insert comma after "length"; line 17, for " \(2 n\) " read \(2 \pi\); line 18 , for " \(\pi_{z}\) " read \(\pi^{2}\); on same page, problem No. "43" should be No. 42 ; page 365, line 1, for " \(z^{n-8}\) " read \(z^{n-1}\); and in line 2, of solution III., for " \(n\) 2 \(+y^{2}\) " in the exponent, read \(x^{2}+y^{2}\).

\section*{PROBLEMS.}

\footnotetext{
61. Proposed by F. P. MaTZ, D. 80., Ph. D., Profeasor of Mathematics and Astronomy in Irving Collega, Mochaniesburs, Pennsylvanta.
}

Find the maximum ellipsoid that can be cut out of a given right conic frustrum.

\footnotetext{
62. Proposed by O. W. AFTEOITY, M. So., Profeseor of Mathematios in Yow Windeor Colloge, Iow Winderor, Maryland.

There are two lights of intensities \(m\) and \(n\). Where must a target, whose surface is parallel to the line joining the two lights, be set up in order that it shall receive the maximum illumination per unit of area.
}

\section*{EDITORIALS.}

In this issue will be found a bill with the amount due us to the end of 1898 marked thereon.

The great work of preparing the list of contributors and the index for Vol. II. is to be credited to Editor Colaw.

Prof. G. H. Harvill is now permanently located at Athens, Texas, from which place the Mathematical Messenger will be issued.

Persons wishing to discontinue their subscriptions to the Monthly, and who are not in arrears, should return this number with their.names written upon the wrapper.

Mr. John McDowell of Philadelphia, writes as follows : "Find enclosed three dollars, being amount of subscription for your valuable journal, The Americar Mathematical Monthly, for '96."

This number of the Monthly has been cut short in order that we may catch up in its publication. We shall cut the February number some also. The March number will contain the regular departments again.

Prof. P. S. Berg, Larimore, North Dakota, writes, "Enclosed find three dollars as my subscription to The American Mathematical Monthly. I should not be without it if the subscription price were five dollars."

Dr. G. A. Miller, Leipzig, Germany, writing in reference to the Monthly, says, "When I return I hope to be able to do much more towards aiding such efforts towards advancing the cause of mathematics in the United States. You are doing a great work. I hope you will not be discouraged in it."

Our valued contributor, Dr. Alexander Macfarlane, has an article on Quaternions in Science of January 17th. He has also prepared the article on Vector Analysis and Quaternions in Higher Mathematics jor Engineering Colleges, a work edited by Drs. Mansfield Merriman and Robert 8. Woodward, and which is expected to be ready in July.

Dr. G. B. M. Zerr, of Texarkana College, says, in a letter of January 7th, "I will remit subscription for ' 96 in a few weeks. I will remit 83.00 and am willing to pay \(\$ 5.00\) if necessary. I find myself very much benefited by the excellent solutions and excellent papers that appear in each number of the Monthly. Do not allow its publication to cease, rather raise the subscription price, I am satisfied the subscribers will stand by you."

\section*{NOTES.}

Drs. Fisher and Schwatt's translation of Dr. H. Durège's Elements of the Theory of Functions is now ready.

Alexander Macmillan, the younger of the two brothers of the firm Macmillan \& Co., died in England on January 25.

\section*{THE LOBACHEVSKI PRIZE.}

On May 1, 1895, the Lobachévski Fund had reached, beyond all expenses, 8840 roubles, 95 kopeks.

This sum permits the accomplishment of the double aim of the committee: to found an international prize for research in geometry, especially non-Euclidean geometry, and to erect a bust of the celebrated scientist.

The prize, 500 roubles, will be adjudged every three years to the best works or memoirs on geometry, especially non-Euclidean geometry.

The prize will be given for works printed in the Russian, French, German, English, Italian, or Latin, sent to the Physico-Mathematical Society of Kazén by the authors, published during the six years which precede the adjudication of the prize. Works to compete must be sent to the Society at the latest one year before the day of award, October 22 old style (November 3).

The first prize will be adjudged October 22 (November 3), 1897.
To award the prize, the Society will form a commission to choose judges among Russian or foreign scientists.

The work of the judges (reporters) will be recompensed by medals of gold, bearing the name of Lobachévski.

As a fixed capital to found this prize, 6000 roubles were invested.
Of the sum collected, an additional 2000 roubles goes to share the expensozen of erecting a bust of Lobachévski in the park bearing his name in front of the University edifice in Kasan, the remainder of the cost to be borne by the Municipal Council.

A special committee, consisting of representatives of the Municipal Council and of the Physico-Mathematical Society, has made a contract with Mlle. Dillon, who engages for 3000 roubles to furnish a bronze bust of Lobachéveki, to ber placed on a granite pedestal, the height of the monument to exceed 3 meters.

It is hoped to unveil the bust between the 15 th and 25 th of September \(=\) 1896.

This 'fête mathématique' will follow the 'congrès des savants russes nat uralistes et mathématiciens' at Kiev from 1st to 12 th of September, 1896, and bee during the grand Russian Exposition artistic and industrial at Nijny-Novgorod in the summer and autumn of 1896 . Foreigners in any way identified with the name of Lobachévski are invited to the fete, and such as accept will be the guesin-m of the city and University of Kazán.

For a second bust of Lobachévski to be placed in the Assembly Hall of the

University, 200 roubles have been given from the Lobachévski fund, the remainder of the cost to be borne by the professors of the University.

The residue of the sum already collected ( 640 r .95 k .) will be added to the fixed capital. The augmentation of the capital will permit of a new edition of Lobachévski's works in a few years, the first volume of the Kazan edition having already become rare (out of print).

The Physico-Mathematical Society of Kazán has already received a large number of works and memoirs relating to Lobachéveki and non-Euclidean geometry, and now having added its own collection of the printed and manuscript works of Lobachévski, the Society has inaugurated a separate library under the name Bibliotheca Lobacheoskiana. It is hoped that in time this library will collect all the literature of non-Euclidean geometry and be an indispensable aid to those engaged in its development.

All writers on this fecund subject are begged to send to this library copies of their works.

Alas! That the Mathematico-physical Society of Hungary, a country having an equal claim to all the honors of the non-Euclidean geometry through the genius of Bolyai Janos, should have been content with placing in 1894 a monumental stone on his long neglected grave in Maros-Vásárhely!

George Bruce Halstrd.

\section*{Audtin, Texas.}

\section*{THE UNIVERSITY OF CHICAGO: SUMMER, 1896.}

The following mathematical courses will be offered: By Professor Moore, Theory of numbers, Differential equations (with introduction to Lie's continuous transformation groups); by Professor Bolza, Theory of substitutions, Theory of fanctions of a complex variable; by Professor Miller, of the University of Indiana, Analytical geometry of three dimensions ; by Dr. Young, Conferences on mathematical pedagogy, Theory of equations, College algebra ; by Mr. Slaught, Advanced integral calculus, Introductory course in differential and integral calculus; and by Mr. Baker, Analytical geometry of the plane. The pedagogical conferences are two hours weekly for six weeks and the other courses are four or five hours weekly for twelve weeks from July 1, 1896. Those who expect. to work in mathematics in the University of Chicago during the coming summer as well as those who desire further information are requested to communicate with Professor Moore.

Elementary Mensuration. By F. H. Stevens, M. A., Formerly Scholar of Queen's College, Oxford ; A Master of the Military Side, Clifton College. 12mo. cloth, 243 pp . Price, 90 cents, net. New York: Macmillan \& Co.

This text-book of Elementary Mensuration is divided into two parts. The first part provides for those stadents whose knowledge of Geometry is confined to Euclid's First Book, and Algebra to the meaning of the simplest symbols. In the second part more dimcult questions are offered to students who have mastered the Sixth Book of Euclid, hava attained some facility in ordinary Algebraical methods as far as the Binomial Theorem and have made a beginning with Trigonometry.

Under each rule is given an illustrative solution neatly worked out, and proofs of formulm have been given or indicated whenever they seemed likely to be intelligent to the learner. The book is in every way worthy of the consideration of teachers who are needing a good elementary text on Mensuration.
B. F. F.

Problems in Differential Calculus Supplementary to a Treatise on Differential Calculus. By W. E. Byerly, Ph. D., Professor of Mathematics in Harvard University. 8 vo . cloth. viii and 72 pp . Price, 80 cents. Boston and Chicago: Ginn \& Co.

An excelient collection of about \(\mathbf{3 5 0}\) problems to sapplement the author's Treative on the Differential Calculus. While these problems were especially prepared to ase in connection. with Dr. Byerly's Calculas they will be found usefal wherever the sulyject is stadied.
B. F. F.

Computation Rules and Logarithms with Tables for other Useful Functions. By Silas W. Holman, Professor of Physics at the Massachusetts Institute of Technology. 8vo. cloth, 73 pp. Price, 81.00 , net. New York: Macmillan \& Co.

Besides a Table of Five Place Logarithms containing an abbreviated Table for One and Two Place Numbers, a table for five place numbers from 1.0 to 1.1 , avoiding interpolation, a table for all four place numbers with interpolation tables for the fift place; a table of logarithms of sines, cosines, tangents, and cotangents to four places; and a table of logarithms of sines, cosines, tangents, and cotangents to five places; there is also a foun place logarithm table of numbers from 1 to 10 ; a table of equare routs and squares \(0=\) numbers from 1 to 100 ; a table of reciprocals of numbers from 1 to 1000 ; a table of slidan= wire ratios ; a table of natural sines, cosines, tangents, and cotangents, and a number 0 tables of mathematical constants.

A very useful book for the practical computor. B. F. F.
Algebra for Schools and Colleges. By William Freeland, A. B., Head Maseter of the Harvard School, New York City. 8vo. cloth, 310 pp . Introductio Price, 81.12. New York : Longmans, Green \& Co.

With the exception of two or three instances, the author sets no claim to originalits. The book is designed to meet the requirements of those students who present themedrea for the maximum courses in Freshman work for students who have advanced through the subject of Quadratics only.

Throughout the course tests for revision have been inserted, and a collection of 500 carefully graded Miscellaneous Examples has been given at the end of the book. The number of examples in the book is 5,200 . It is very neatly printed on a good quality of paper.
B. F. F.

A Primer of the History of Mathematics. By W. W. Rouse Ball, Fellow d Tutor of Trinity College, Cambridge, England. 12mo. cloth, 162 pp. ice, 65 cents. New York: Macmillan \& Co.

This most charming little book ought to be used in all Algebra and Geometry 008 in order to awaken early an interest in the History of Mathematics. A few years 1, I gave a short lecture to a class of about 60 stadents in Algebra, on the Arabic stem of Notation. After the lecture, a young man said to me, "Is it poseible that ithmetic and Algebra have come down to us in their preenent form by a gradual developnt. I thought they were always as they are now." Were some such work as Mr. Ball's mer used in our classes in \(\Delta\) ligebra and Geometry, such dense ignorance concerning one the greatest departments of haman knowledge would not exist. No one having then died \(\Delta\) rthemetic would suppose that the subject sprung from the haman mind as ffect as Minerva from the head of Jupiter.
B. F. F.

The Elements of Physics. A College Text Book. By Edward L. Nichols id William S. Franklin. In three volumes. Vol. I. Mechanics and Heat. ro. cloth, 228 pp. Price, 81.50. New York: Macmillan \& Co.

In this valuable treatise on Physics, the anthors have not attempted to lift the adent over difficulties and eet him down in easy places. The work, it appears, is written ith a view of giving the stadent the best possible advantage of the subject. The nuthors ive squarely faced the difficulties of the subject and have, as occasion demanded, used - Calculus rather than encounter a subject by long, laborious and indirect methode oiding the ase of the Calculus. However, the degree of mathematical experience of the dergraduate reader has been kept in view and the varions proofs and demonstrations ve been given the simplest possible form. The concepts of directed and distributed antity are briefly treated in Chapter II of Vol. I.

From what we know of the frst volume we believe that this Treatise will prove to be \(\pm\) best that has yet appeared in this country.
B. F. F.

The Basis. A Monthly Magazine. Devoted to Good Citizenship. Edited - Judge Albion W. Tourgee, Mayville, New York. Price, \(\$ 1.50\) per year.

The Basis for January is a pleasant surprise in its new cover. The leading editorial nounces the retirement of the greenback as an "Epoch-Making Crime." In "A tander's Notes', Judge Tourgee treats especially the lack of earnest effort on the part the colored race for the betterment of their condition. The Mob-Record, the Departnot of Good Government Clubs and "Today's Thought" are well in evidence. There is pood short story and other characteristic matter. The number speaks well of the new unagement of The Basis and ite new home on the Chantanqua Hills.

The Review of Reviews. An International Illustrated Monthly Magazine. lited by. Albert Shaw. Price, \(\mathbf{8 2} .50\) per year. Single number, 25 cents. The aview of Reviews Co., Nèw York City.

The Revieve of Reviewa for February contains an article which, in the compass of two sow, makes perhape the most telling and effective exposare of the recent Tarkish macree that has yet been attempted in the English language. The article is based pon foll accounts of the massacres, written on the ground by trastworty and intelligent enton-French, English, American, Turk, Kard, and Armenian-who were eye-witnessea t the terrible scenee. The article estimates the number of killed in the massacres thas rat 50,000 , the property destroyed at \(\$ 40,000,000\), and the number of starving sarvivors u 30,000 .

Elements of the Theory of Functions of a Complex Variable with especial reference to the methods of Riemann. By Dr. H. Durege, late Professor in the University of Prague. Authorized translation from the fourth German Edition. By George Egbert Fisher, M. A., Ph. D., Assistant Professor of Mathematics in the University of Pennsylvania, and Isaac J. Schwatt, Ph. D., Instructor in Mathematics in the University of Pennsylvania. Large 8vo. cloth, 288 pp. Price, 82.50 . Philadelphia: G. E. Fisher and I. J. Schwatt.

This valuable work comes to as just in time for notice in this issue of the Montris. From only a cursory examination of it, we do not hesitate to emphasize what was said of it in the last issue. The work will afford a most excellent introduction to the atady of the Theory of Functions and the intelligent reading of the larger Treatiess-such as Forsyth's.

The mechanical and typographical execution of the book is frst class. B. F. F.
The Number Concept. Its Origin and Development. By Levi Leonard Connant, Ph: D., Associate Professor of Mathematics in the Worcester Polytechnic Institute. 8vo. cloth, 218 pp. Price, 82.00. New York: Macmillan \& Co.

This work forms a most valuable addition to the literature of mathernatics. The first chapter treats on Counting ; the second, Number System Limits; the third and foarth, Origin of Namber Words ; the fifth, Miscellaneous Number Bases; the sixth, The Quinary System; the seventh, The Vigesimal System.

The treatment of these subjects is very interesting and evince careful stady and research.
B. F. F.
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0 EXTENSIVE has become the modern geometry of the triangle that one scarcely realizes that it has admost entirely developed within the last quarter of a century, and that most of its discoverers are still among the living. Lemoine, Brocard, Neuberg, Tucker, and W. J. C. Miller whose mathematical work in the Educational Times has done so much for the subject,-these and many others have lived to see their labors crowned with honor by lovers of geometry.

To none of these more than to Emile-Michel-Hyacinthe Lemoine is due the honor of having started this movement, and to him is the following brief sketch devoted.
M. Lemoine was born at Quimper, Finistere, in the west of France, Nov. 22, 1840. His father, a retired captain, who had been in all of the campaigns of the Empire after 1807, placed him as foundation scholar in the military Prytanée of Le Flèche, whence he proceeded to the Ecole Polytechnique. He entered this great breeding place of mathematicians at the age of twenty, the year of his father's death, and completed the course in due time. Instead of accepting any of the careers offered by the State to all graduates of the Polytechnic School, M. Lemoine determined to make his own way. Indeed, for the next few years, although engaged in science teaching in Paris, he seems to have run the round of pleasure of which that city is the home par excellence. Of great versatility and exceptional conversational powers, with an originality that fascinated and a per-
sonadity that impressed his large circle of friends, he lived the life of a dilettants in the best sense of the term, and drank at the fountains of pleasure, of politics, of the arts, and of the sciences.

In these days Lemoine led as varied a life in education as in the less scholastic walks. We find him a student in the Ecole des Mines, then preparateur of M. Janssen at the Ecole d'Architecture,-supplying the place of his former professor, M. Kiœs, in the preparatory course of the Ecole des Beanx Arts,-perfecting his knowledge of chemistry in the laboratory of Wurts, for whom he always had a great admiration and between whom and himself there was much affection,-frequenting the courses of the Ecole de Médecine, the horpitals and the clinics,-dabbling in philology, -and ending up by trying the lan for a year. This last fancy he was forced to forego because he found himself in disgrace with the Empire through his republican principles and his liberal viewa on church matters. During these years, too, Lemoine traveled as his income would allow, and when his income failed him he not infrequently traveled a tutor in some wealthy family. Thus it was that he started out in his work as a teacher, full of life and health and hopes, although possibly scattering his attention too much for a career of highest success.

But however the result may have been, an unforeseen accident nipped the experiment in the bud. In 1870, when only a little more than twenty-nine jears old, a laryngeal difficulty put an end to his teaching, and required him to leave Paris and seek rest at Grenoble. In the army for a time, he returned to Paris a couple of months after the Commune, and for a number of years filled divers positions in the engineering line. Finally, in 1886, he was appointed city engineer at the head of the gas department, a position which he still holds.

It is, however, with his mathematical work that we are concerned direct ly. In 1871 he, together with eight or ten other mathematicians, issued the circular which started the Société Mathématique of France. He was among the first to follow and to assist d'Almeida in founding the Journal de Physique and the Société de Physique. He joined with Wurtz, Friedel and others in the organization of the Association Francaise pour l'Avancement des Sciences. It was while yet a boy in his teens at La Flèche, that, in 1858, he published a short note in the Nouvelles Annales de Mathématiques, which discussed certain properties of the triangle. But it was at the Congrès de Lyon of the Association Française pour l'Avancement des Sciences, in 1873, that he presented his brief but noteworthy paper Sur quelques propriettes d'un point remarquable de triangh, and thus, as Casey says, made himself known as the founder of the modern geometry of the triangle. In the same year he published a short note in the Nouvelles Annales on the same subject. In 1874 he presented at the Congris de Lille a second paper on the geometry of the triangle, entitled Note sur les proprietes du center des medianes antiparalleles dans un triangle, a point which has since been quite generally known as the Lemoine point, althoueh it is also called the symmedian point in England, and the Grebe point in Germany. The first paper (1873) contains among others the familiar theorem which may now be
ated thus: "The three parallels to the sides of a triangle through its Lemoine sint meet the sides in six concyclic points (the first Lemoine circle)." By the emoine (symmedian) point is meant the point of concurrence of the symmedians fa triangle. Since the appearance of these two papers, Lemoine's name has ean familiar to all readers of the mathematical journats in every country, and it I for these contributions that he seems destined to be known, rather than for his fometrographie which he considers his greatest work.

Le Géométrographie, of which he had the first ideas in 1888, was suggest\(d\) by him in a memoir, on a more general theme, presented to the Congrès d' man of the Association Française pour l'Avancement des 8ciences. The title of he paper is De la mesure de la simplicite dans less Sciences mathematiques, but. or lack of time the study was limited to the simplicity of geometric construcions. On the same subject he published a short note in the Comptes Rendus of he Academy for that year,-more strictly Sur la mesure de la simplicite dans les madructions gtométriques. Since then he has published numerous articles on the same or kindred subjects, in various journals, among them Mathesis (1888), Journal des mathématiques élémentaires (1889), Nouvelles Annales de Mathématiques (1892), in which last named article he considers especially the Problem of Apollonius. Finally, in 1892, at the Congrès de Pau and again at Besangon in 1893 and at Caen in 1894, a series of papers was presented on La G6ometrographic ou l'art des constructions Geométriques, which may be considered as closing the subject of "geometrography" as applied either to the geometry of the role and compasses alone, or to those constructions which admit the square, as in deacriptive geometry.

Next in importance to the subject of "geometrography," M. Lemoine maks his work on Continuous Transformation which permits of forming withont effort, almost mechanically, a great number of formulæ and theorems relative to toe triangle and to the tetrahedron. The principal memoirs which he has premated on this subject are the following: Sur les transformations systématiques des formules relatives au triangle, Congrès de Marseille 1891 ; Etude sur une monselle traneformation dite transformation continue, in Mathesis for 1891; Une rigle d'analogies dans le triangle et la specification de certaines analogies d une trangormation dite trangormation continue, in the Nouvelles Annales for 1893 ; and fmally a memoir entitled Applications au tétraedre de la transjormation continue.

Three other geometric studies have been undertaken by M. Lemoine, which deserve especial mention. One is the study of Triangles Orthologiques. Stainer demonstrated that if two triangles \(A B C, A^{\prime} B^{\prime} C^{\prime}\) are such that the perpendiculars drawn from \(A, B, C\), respectively, on \(B^{\prime} C^{\prime}, C^{\prime} A^{\prime}, A^{\prime} B^{\prime}\) are concurront, then, reciprocally, the perpendiculars drawn from \(A^{\prime}, B^{\prime}, C^{\prime}\), on \(B C, C A\), \(1 B\), respectively, are concurrent. Lemoine calls these triangles orthologiques and ankes them the basis of a theory developed in several memoirs, notably in one resented at the Congrès de Limoges in 1890. He has also published three epers on the application of geometry to the calculus of probabilities, in the Bul*in de la Sociéte Mathématique (1883), the Nouvelles Annales (1884), and
the proceedings of the Congrès de Grenoble (1885). And finally, there ahould be mentioned a memoir presented at the Congrès de Nantes in 1875, entitled Etude systematique du tetraddre equifacial (in which the four faces have equal area.)

But in some respects the crowning labor of M. Lemoine is the creation of L'Intermediaire des Mathematiciens, the details of which should be told asa mat ter of historic interest, especially as they have not heretofore appeared. Thin publication, although still in its infancy, is known throughout the mathematiol world. It consists simply of questions and answers, questions which one asks for information and not for the mere pleasure of displaying some puask, questions which bring one into a kind of personal relation to his co-workea whether they be in Russia or South Africa. The idea of the journal is poredy M. Lemoine's, and for some time it had been in his mind, but unhappily with no thought of its realization, until the genial influence of a quiet dinner and some good cigars brought about its fruition. M. Laisant had long been a trieod of Lemoine's, and it was no uncommon thing for the former to dine with the let ter at his home in Rue Littré. On such an occasion, in March, 1898, \({ }^{(1)}\) they were enjoying a quiet smoke after dinner, the talk ran as usual into mathomatics, and Lemoine suggested the idea of the journal. Laisant at once sam the value of the scheme and urged his friend to join him in carrying it out. M. Lemoine replied that it seemed impossible both because he was much occupied with other matters, and because of ill health (from which, unhappily, he is still suffering). Nevertheless, M. Laisant was so persuasive and tho influence of the dinner and the cigars so happy that before they separated the project had taken such form that the very next day it was laid before their friend Gauthier-Villars, the great mathematical publisher, and the journd was ushered into being. "Before dinner, nothing could have persuaded me," M. Lemoine writes, "that this idea which I had fornfed for others would ever be roalized by me ; after dinner, the journal was a possibility ; the next day, it was \(m\) accomplished fact." Its publication began in January, 1894, and each editor serves during six months of the year.

As one surveys the labors of Lemoine it would seem, from present apperr. ances, that his most valuable work is the foundation of L'Intermediaire, a pablication which bids fair to continue for generations because it is really needed. His most original mathematical work seems to be his "geometrography,"-purely a creation of his own, and a contribution which enters into the mathematical work of the military schools of Brussels and Turin, the polytechnic schools of Zurich and Milan, and more or less in many other places. The work which will bring his name to the most readers is his study of the modern genmetry of the triangle. In general it may be said that his contribution to geometry has been the very valuable work of showing that the synthetic field is by no means exhausted; that Euclid left something for this generation to accomplish; and that an original mind can find abundant material in even so simple a figure as the simplest polygon. How suggestive is this of the vast field which awaits investigators of the more complex geometric figures !

This sketch should not close without a brief reference to the influence that C. Lemoine has exerted in the realm of music. The soirees of M. and Mme. emoine are justly celebrated, and each week of the winter sees an assemblage epresenting the anciens elevees of the Ecole Polytechnique, the Ecole Normale, he Marine, and in general a good part of the scientific, literary, and artistic cirles of Paris, to listen to a musical programme as original as the mathematicalabors of the host. These soirées have exerted a great influence in a musical way, the type which they have fixed being adopted by many societies in und about Paris. One amusing feature of these meetings is the name which designates them. If the writer may be pardoned a personal allusion, he once attended an examination in the Ecole Polytechnique by M. Hermann Laurent. It was one of the most severe he had ever seen,-an exceptionally bright young man submitted to an oral examination that would certainly have floored most American professors,-the examiner, a dyspeptic looking man as cold and as keen as steel and apparently as unsympathetic as ice, though in reality ond of the most genial of men. To this justly celebrated mathematician, M. Laurent; is due the name of M. Lemoine's soirées, "La Trompette." Long ago he one day remarked to \(M\). Lemoine in a jesting way, as the latter was excusing himself to attend one of his musical reunions, "Stay here with me, let the trumpet alone." Struck by the name, Lemoine adopted it, and La Trompette has ever since designated the delightful soirées with which the Paris cultured world is familiar.

A final word concerning the modesty of M. Lemoine. He estimates his position exactly. He says that he is not a mathematician. He has no claim to mank with Hermite, Poincaré, Picard, Painlevé, Appell, Jordan, Bertrand, Tannery, Darboux, or any of that famous circle which is making Paris such a center of study in the fields of higher modern mathematics. But all mathematicians feel that he has done a noteworthy work in other lines, and for this his name will be known and prominently known in the history of mathematics.

\footnotetext{
Ypoilanti, Michigan, March, 1896.
}

\section*{WHERE MATHEMATICIANS ARE NEEDED.}

\author{
By ERIC DOOLITILE, A. M., Chicago, Ilinois.
}

There is no stady of which the conceptions are more grand, nor of which the theorems are more comprehensive and profound than the study of Physical strtronomy. There is no study affording an application of Pure Mathematics in which the perfect harmony of its various parts is more evident; none in which
reason plays a greater part nor approximation a less one. The beanty and simplicity of its first propositions richly reward the early attention of the student, and in the end he is led to the wonderful theorems of La Place on the stability of the solar system and the conditions of its formation; theorems which Barm Fourier has justly named the bighest which the human intelligence can propoes.

It is remarkable that more young mathematicians do not enter this abeorbing field. The common impression that it requires an unusual mathematiod training is largely erroneous. Such a thorough knowledge of Calculus and Mechanics as is shown by the many contributors of the Monthly is fully sufincient. Physical Astronomy demands patient and steadfast work; mere brilliana and versatility can accomplish no more of fundamental importance here than in any other true science.

I would urge upon those who are now fitted to enter this or other like work, the great necessity of concentrating their energies upon it. It should be the one object of every devoted student to perfect and advance his own science. It is to this that 'his whole work must be directed. To such an one yean of fragmentary study, first on one subject and then on another, are utterly wasted.

It is the disastrous mistake of many students that they do not realize how soon study for mere amusement or culture should give place to something higher. They fear, often mistakenly, that they are incapable of beginning wort of real importance : instead of arranging then a definite series of studies to prepare themselves, they continue to dissipate their strength and accomplish nothing.

Physical Astronomy is calling in many directions for original work. In this country it is comparatively neglected. There are many who are being attracted by the pleasures of Photography and Spectroscupy, but there are few who realize the field which the Fundamental Astronomy opens to them. It contains many problems of the deepest interest. It is filled with questions whose answer requires, not an expensive observatory, but rather mathematical patience or skill.

Readers of the Monthly who are determined to accomplish something may well devote themselves to this science. The certainty of their adding to the sum of human knowledge is here greater than in Pure Mathematics, the reward of faithful work unaccompanied by special genius far more certain. The explanation of the variable stars, of the cause and nature of the sun's peculiar rotation, more complete theories of the satellites and of the figures and attrac tions of the Heavenly Bodies, the determination of the perturbations of the astor. oids and other planets and the causes of the anomalies which occur, and the able discussion of a multitude of observations relating to these and other problems are a very few of the many directions in which original work is needed.

As with any true science, Physical Astronomy requires from those who enter upon it long and patient devotion. Its rewards are not bestowed by
chance, nor are they on that account of less value. It is of little popolar interest. Its discoveries are seldom senantional. But its dignity and importance cannot be over-eatimated. Of American Astronomers, the names of Hill and Newcomb will go down through the ages: their researches will never lose their importance. And whoever adds to this science is contribating to a knowledge which shall endure forever.

Baron Fourier eaid of Le Place:
"Your successors, gentlemen, will witness the accomplishment of the great phenomens whose laws he discovered. They will observe in the motions of the Moon the changes which he predicted and of which he alone was able to aesign the cause. The continued observation of Jupiter's satellites will perpetaate the memory of the inventor of the laws which govern them in their courses. The great inequality of Japiter and Satarn, running through their long periods, and giving to these bodies new situations will recall without ceasing one of his moat astonishing discoveries. These are the titles of a true glory which nothing can extinguish. The apectscle of the heavens will be changed, but at those remote epochs the glory of the inventor will continue forever; the traces of his genius bear the eeal of immortality."

Chlocgo University, Febrwary 98h, 1896.


[Contioved from Jennary Number.]

Proposirton XXII. If two straighte \(A B, C D\) existing in the same plane mand perpendicular to a certain straight \(B D\); but \(A C\) joining these perpendiculars makes with them internal acute sugles (in hypothesis of acute angle): I say (Fig. 28) the trminated straights \(A C, B D\) have a common perpondiculer, and indeed within the limits fixed by the designated points \(A\) and \(C\).

Proof. For if \(A B, C D\) are equal, it follow (from P. II) that the atraight \(L K\), by which these


Fig. 26. two \(A C\) and \(B D\) are bisected, will be to them a common perpendicular. But if either be the greater, as suppose \(A B\); let fall to \(B D\) (sccording to Ein . I. 12) from any point \(L\) of \(A C\) the perpendicular \(L K\), meet-
ing the other \(B D\) in \(K\). But it will meet it in some point \(K\) existing between the points \(B\) and \(D\); otherwise (contrary to Eu. I. 17) the perpendicular \(L K\) would cut either \(A B\), or \(C D\), perpendicular to the same \(B D\). So if the angles at the point \(L\) are not right, one of them will be acute and the other obtuse. Let the obtuse be toward the point \(C\). But now \(L K\) is understood so to proceed toward \(A B\), that it always stands at right angles to \(B D\), and likewise opportunely increased, or diminished, in some point of it cuts the straight \(A C\). It follows that the angles at the intersection points with \(A C\) cannot all be obtuse toward the parts of the point \(C\), lest at length in that point \(A\); where the straight \(L K\) is congruent with the straight \(A B\), the angle at the point \(A\) toward the parts of the point \(C\) should be obtuse, when toward these parts it is by hypothesis acute. Since therefore the angle at the point \(L\) of this \(L K\) is by hypothesis obtuse toward the parts of the point \(C\), the straight \(L K\) will not change over in this motion so as to make in some point of it with the straight \(A C\) an angle acute toward the parts of the aforesaid point \(C\), unless, before, it changes over so as to make in some point of it with this \(A C\) an angle right towards the parts of this same point \(C\). Therefore between the points \(A\), and \(L\) will be some one intermediate point \(H\), in which \(H K\) perpendicular to this \(B D\) is also perpendicular to to the other \(A C\).

In a similar manner is shown to be present a certain \(X K\) between \(L K\), \(C D\), which is perpendicular both to the straight \(B D\), and to the straight \(A C\), if namely an angle at the point \(L\) is assumed to be obtuse toward the parts of the point A.

It follows therefore that the strights \(A C, B D\) will have a common perpendicular, and indeed within the limits fixed by the designated points \(A\), and \(C\), when the joins \(A B, C D\) exist in the same plane and are perpendicular to \(B D\).

Quod erat, etc.
[To be Continued.]

\section*{INTRODUCTION TO SUBSTITUTION GROUPS.}

\author{
By G. A. MHWER, Ph. D., Leipzig, Germany.
}
[Continued from January Number.]
(2) For each generating substitution \(s_{a}\) in a transitive group of degree \(m_{1}\) find a substitution \(s_{\beta}\) which (a) interchanges the systems in the same way as \(s_{a}\) interchanges its elements, (b) has its \(k^{\prime h}\) power in \(G_{1}\) where \(k\) is the order of \(s_{a}\), i. o. the lowest positive value of \(x\) which satisfies the equation \(\delta_{\alpha}^{x}=1\), and (c) if \(s_{\beta}\) is
e first substitution which corresponds to a generating substitution in the group degree \(m_{1}, s_{\beta}\) needs only to transform \(G_{1}\) into itself; otherwise \(s_{\beta}\) must transrm the group already found in the same way as \(s_{a}\) transforms the corresponding urt of its group. Continue until all the generating substitutions \(s_{a}\) have sen used. We will thus obtain a non-primitive group.
(3) Determine whether the non-primitive group just found is different om each one of those already in the list.

The relation which exists between the required non-primitive group \(\boldsymbol{G}\) and re given group of degree \(m_{1} G^{1}\) is called a \(g_{1}, 1\) isomorphism, or a \(g_{1}, 1\) corresondence. The problem of constructing all the non-primitive groups of degree \(n\) as its more difficult elements in common with the problem of establishing an \(a\), correspondence between two groups as may at once be inferred from the given elation. We shall not pursue this subject for the present since only its most evdent principles need to be employed when \(n\) is small.

To this development of the elementary methods pursued in the construcion of non-primitive groups we will add a proof of the general theorem to which ne referred in a foot-note. For the sake of simplicity we shall not give the theurem in its most general form.

Theorem. Given that the number of the systems of non-primitivity is \(n\) and that the group which does not interchange the systems \(G_{1}\) is the product of \(n\) conjugate transitive groups of which one is found in each system, then there is only one ron-primitive group based upon the given \(G_{1}\) and isomorphic to a transitive group of \(n\) elements which is generated by a single substitution.

There certainly is one such group for we may chose \(s_{\beta}\) so that it will simply permute the systems in the same way as \(s_{a}\) permutes its elements and will have the same order as \(s_{\alpha}\). Since \(s_{\beta}\) simply permutes the systems, i. e. it permutes the systems as units without permuting the elements of the systems, it must also transform \(G_{1}\) into itself. - Hence \(G_{1}\) and \(s_{\beta}\) generate a non-primitive group whenever \(G_{1}\) differs from identity.

Let \(t_{1}^{1}, t_{1}^{2}, \ldots \ldots t_{n}^{n}(\) the upper index standing for the systems in the same order as they are represented by the letters of \(s_{a}\) and the lower index for the particalar sabstitution in the system) be any substitution in the \(n\) systems which transform the \(n\) constituents of \(G_{1}\) into themselves. Then will
\[
t_{1}^{2} t_{2}^{\prime} \ldots \ldots t_{n}^{n_{8}}
\]
be a symbol for all the substitutions whose degree \(\overline{\overline{<}}\) the degree of the required group which transform \(G_{1}\) into itself and permute the systems in the same way \({ }^{4} 8_{8}\) permates its elements. If this general substitution satisfies the other condition which must be satisfied if it, with the given \(\dot{G}_{1}\), generates a non-primitive roup we have
\[
\left(t_{1}^{1} t_{2}^{?} \ldots \ldots ._{\Omega_{\beta}}^{n_{\beta}}\right)^{K}=\text { some substitution in } G_{1}
\]
where \(K\) is the smallest positive value of \(x\) in the equation
\[
\mathrm{g}_{a}^{\varepsilon}=1
\]

we know that \(t_{2}^{2} t_{1}^{2} \ldots \ldots t_{n}^{n} s_{\beta}\) may be multiplied by some substitution of \(G_{1}\) so as to give for the new \(t\) 's
\[
\begin{equation*}
t_{1}^{\prime} t_{:}^{0} \ldots \ldots . t_{n}^{n}=1 . \tag{A}
\end{equation*}
\]

Consider now the equations
\[
\begin{aligned}
& \left(K_{1}^{1} K_{:}^{2} \ldots \ldots K_{n}^{n}\right)^{-1} s_{\beta} K_{1}^{2} K_{:}^{\mathbf{n}} \ldots \ldots . K_{n}^{n *}=
\end{aligned}
\]

We see directly that the following is a solution of the last equation if ( \(A\) ) is satisfied :
\[
K_{2}^{2}=1, K_{:}^{2}=t_{2}^{2}, K_{2}^{2}=t_{1}^{2} t_{2}^{2}, \ldots \ldots K_{n}^{n}=t_{1}^{n} t_{i}^{n} \ldots \ldots t_{n-1}^{n}
\]

Hence all the possible groups are conjugate to the one already given and our theorem is proved. This theorem may be employed with respect to the first subgroups as well as with respect to the entire groups.

In our next paper we shall consider the construction of the third and last class of groups, viz: the primitive groups.
[To be Continued.]

\section*{ON AN INTERESTING SYSTEM OF QUADRATIC EQUATIONS.}

By DR. E. H. MOORE, Univeraity of Chioago, and EMMA C. ACKERMMII, Michigin State Formal Sohool.

In G. Smith's Algebra, fourth edition, p. 134, are given for solution, examples 61, 62, 63, which are as follows (the third with a slight modification):
61. The roots of the equation \(x^{2}+m x+m^{2}+a=0\) are \(x_{1}, x_{2}\); show that \(x_{1}^{2}+x_{1} x_{8}+x_{8}{ }^{2}+a=0\).
-This equation follows from the simpler one
\((t 8)^{-1}=8^{-1} t^{-1}\)
and this is trae because if we multiply both members by te we obtain an identity.
62. The roots of the equation \(\left(x^{2}+1\right)\left(a^{8}+1\right)-\max (a x-1)=0\) are \(x_{1}, x_{3}\); show that \(\left(x_{1}^{8}+1\right)\left(x_{2}^{2}+1\right)-m x_{1} x_{2}\left(x_{1} x_{2}-1\right)=0\).
63. The roots of the equation \(a\left(x^{2}+m x+m^{8}\right)+b m^{2} x^{8}=0\) are \(x_{1}, x_{8}\); show that \(a\left(x_{1}{ }^{2}+x_{1} x_{2}+x_{2}^{2}\right)+b x_{1}^{2} x_{2}^{2}=0\).

The equations possess the following properties: (1), the equation is of the second degree in the variable \(x\) and the constant \(a\); (2), the roots \(x_{1}, x_{8}\) of the equation are related to each other exactly as are the variable \(x\) and constant \(a\).

We seek to generalize these theorems and formulate this problem :
To determine all quadratic equations of the form
\[
\stackrel{2}{f(x,} \stackrel{2}{m})=0
\]
where the function \(\left.f^{\frac{2}{x}}, \frac{2}{m}\right)\) is a symmetric function \(\left.f\left(\frac{2}{x}, \frac{2}{m}\right) \equiv f^{\frac{2}{m}}, \frac{2}{x}\right)\) of its two arguments \(x\) and \(m\) of the second degree in each of them, characterized by the property that between the two roots \(x_{1}, x_{2}\) which are functions of \(m\) the relation
\[
f\left(\stackrel{2}{x}_{1},{\underset{x}{2}}_{2}\right) \equiv 0
\]
holds as an identity in \(m\).
I. Let \(\stackrel{2}{f(x,} \underset{m}{2}) \equiv a+h(m+x)+b m x+g\left(m^{2}+x^{2}\right)+f\left(m^{2} x+x^{2} m\right)+c m^{2} x^{2}=0\).
II. \(\because f\left(\frac{2}{x_{1}}, 2_{2}\right) \equiv 0\), and \(x_{1}\) and \(x_{2}\) take the places of \(x\) and \(m\), 28
\(f\left(x_{1}, x_{2}\right) \equiv a+h\left(x_{1}+x_{2}\right)+b x_{1} x_{2}+g\left(x_{1}^{2}+x_{2}^{2}\right)+f\left(x_{1}^{8} x_{2}+x_{2}^{2} x_{1}\right)+c x_{1}^{2} x_{2}^{2} \equiv 0\).
We are to investigate now the conditions on the parameters \(a, b, c, f\), \(g\), \(h\) that must hold in order that \(f\left(x_{1}, x_{2}\right)\) may as a function of \(m\) be identically 0. The problem then is not necessarily to prove \(f\left(x_{1}, x_{8}\right) \equiv 0\) for all equations, but to find all equations for which it is true that \(f\left(x_{1}, x_{2}\right) \equiv 0\).
III. Let \(K x^{2}+L x+M=0\) be the original equation ; \(x_{1}\) and \(x_{2}\) the roots ; then \(-K\left(x_{1}+x_{2}\right)=L ; K\left(x, x_{2}\right)=M\).

Comparing this equation with I:
\[
\begin{aligned}
& K \equiv g+f m+c m^{2} \\
& L \equiv h+b m+f m^{2} \\
& M \equiv a+h m+g m^{2} .
\end{aligned}
\]
IV. Transform equation in I to this form :
\[
a+h(x+m)+(b-2 g) x m+g(x+m)^{2}+f(x m)(x+m)+c(x m)^{2}=0
\]
V. Also equation in II to this form :
\[
a+h\left(x_{1}+x_{8}\right)+(b-2 g) x_{1} x_{2}+g\left(x_{1}+x_{2}\right)^{2}+f\left(x_{1} x_{8}\right)\left(x_{1}+x_{8}\right)+c\left(x_{1} x_{8}\right)^{2} \equiv 0 .
\]
VI. Multiply \(V\) by \(K^{\mathbf{2}}\) :
\[
\begin{aligned}
a K^{2}+h K^{2}\left(x_{1}+x_{2}\right)+ & (b-2 g) K^{2} x_{1} x_{8}+g K^{2}\left(x_{1}+x_{8}\right)^{2} \\
& +f K^{2}\left(x_{1} x_{2}\right)\left(x_{1}+x_{2}\right)+c K^{2}\left(x_{1} x_{8}\right)^{2}=0 .
\end{aligned}
\]
VII. VI becomes, by substituting for \(x_{1} x_{2}\) and \(x_{1}+x_{2}\) their values as given in III :
\[
a K^{2}-h K L+(b-2 g) K M+g L^{2}-f L M+c M^{2} \equiv 0
\]
where \(K, L, M\) are given in terms of \(m\) in III.
Since VII is an identity in \(m\), the coefficients of the different powers of \(m\) are each zero; \(\therefore\) the condition in VII requires that five polynomials homoger. eous in \(a, b, c, f, g, h\) of degree three shall be zero. Since there are six letters there are five ratios; \(\therefore\) there are five unknowns in five equations. This systen of five cubic equations turns out to be extremely simple.

For, in VII, substituting for \(K, L, M\) their values involving \(n\) as given i III, collecting terms with reference to \(m\), and using detached coefficients, we have
\begin{tabular}{cccccl}
\(\frac{1}{a g^{2}}\) & \(2 a f g\) & \(a f^{2}+\stackrel{m^{2}}{2} a c g\) & \(\underset{m_{3}}{2 a c f}\) & \(\stackrel{m^{4}}{a c^{2}}\) & \(\equiv a K^{3}\) \\
\(-g h^{3}\) & \(-\left(f h^{2}+b g h\right)\) & \(-\left(c h^{2}+b f h+f g h\right)\) & \(-\left(b c h+f^{2} h\right)\) & \(-c f h\) & \(\equiv-h K L\).
\end{tabular}
\(a g(b-2 g)(n f+g h)(b-2 g)\left(a c+f h+g^{2}\right)(b-2 g)(c h+f g)(b-2 g) c g(b-2 g) \equiv(b-2 g) K \Perp\)
\begin{tabular}{cccccl}
\(g h^{2}\) & \(2 b g h\) & \(b^{2} g+2 f g h\) & \(2 b f g\) & \(f^{2} g\) & \(\equiv g L^{2}\) \\
\(-a f h\) & \(-\left(a b f+f h^{2}\right)\) & \(-\left(a f^{2}+b f h+f g h\right)\) & \(-\left(f^{2} h+b f g\right)\) & \(-f^{2} g\) & \(\equiv-f L M\). \\
\(a^{2} c\) & \(2 a c h\) & \(c h^{2}+2 a c g\) & \(2 c g h\) & \(c g^{2}\) & \(\equiv c M^{2}\).
\end{tabular}

Simplifying and letting \(c_{0}, c_{1} \ldots \ldots\) be coefficient of \(m^{0}, m^{1} \ldots \ldots\)
\[
\begin{aligned}
& c_{0} \equiv a\{(b-g) g+a c-j h\}=0 . \\
& c_{1} \equiv 2 h\{(b-g) g+a c-f h\}=0 . \\
& c_{2} \equiv(b+2 g)\{(b-g) g+a c-f h\}=0 . \\
& c_{3} \equiv 2 f\{(b-g) g+a c-f h\}=0 . \\
& c_{4} \equiv c\{(b-g) g+a c-f h\}=0 .
\end{aligned}
\]

This means that given \(f(x, m)=0\) usi in I, then \(f\left(x_{1}, x_{2}\right) \equiv 0\), if, and only it either \(a=2 h=b+2 g=2 f=c=0\), or \((b-g) g+a c-f h=0\); the second alternative: one condition, homogeneous, of degree two, between the six homogeneous par meters. Therefore,

All quadratic equations of the form
\[
a+h(m+x)+b m x+g\left(m^{8}+x^{2}\right)+f\left(m^{2} x+x^{2} m\right)+c m^{2} x^{2}=0
\]
(in which the first member is a symmetric function \(f\left(\frac{2}{x}, \frac{2}{m}\right)=f\left(\frac{2}{m}, \frac{2}{x}\right)\) of its two arguments \(x\) and \(m\) of the second degres in each of them), whose parameters are related by the equation
\[
(b-g) g+a c-f h=0,
\]
-and, apart from the relatively trivial equation
\[
g\left(x^{2}-2 m x+m^{2}\right)=0,
\]
only those 'quations whose parameters are so related-are characterized by the property that betwoen the troo roots \(x_{1}, x_{2}\) which are functions of \(m\) the relation
\[
\left.\stackrel{2}{f\left(x_{1},\right.} \cdot \frac{2}{x_{2}}\right) \equiv 0
\]
holds as an identily in \(m\).
November 88, 1896.

\section*{QUADRATURE OF THE CIRCLE.}

By wiminn E. Bonl, A. M., Member of the London Mathematical Society, and Treasurer of Grant County, Marion, Indiana.

The problem of the quadrature of the circle, or what amounts to the same thing, drawing a straight line equal in length to the circumference of a given circle, occupied the attention of mathematicians at a very early date. Long before the time of Archimedes, geometers had attacked the problem with but one result : failure. And for more than twenty centuries mathematicians have been struggling with the problem. Many claimed to have solved it, but their analysis has been, in every case, found to be fatally defective. After centuries of attempt and failure mathematicians began to suspect that the problem might not admit of solution. James Gregory was the first to attempt a proof of the impossibility of the quadrature of the circle. In the opinion of Montucla he succeeded ; but later mathematicians have not so decided. Not a score of years have passed since a rigid proof was given that the solution of the problem is really impossible under the conditions usually understood : that is, by the use of the rule and compass only.

It is well known from the geometry that the ratio of the circamference to the diameter of a circle is constant. This constant ratio is usually denoted by the Greek letter \(\pi\), and it follows at once that if \(\pi\) is a number commensurable with unity that it can be constructed geometrically, and the problem is solved. Lambert, in a memoir presented to the Berlin academy in 1761, was the first to prove that \(\pi\) is incommensurable. Other proofs of this result have been given, especially by Hermite in Crelle's Journal, Vol. 76, which demonstration is reproduced in the Traite de Geometrie of Rouche and Comberousse, 4th edition. Bat this result, however interesting in itself, does not prove the impossibility of a geometrical construction of \(\pi\). For example, the square root of 2 (or any non-quadrate number) is incommensurable but is easily constructed geometrically. The first real advance towards the solution of the problem was made by Hermite in 1873. Hermite succeeded in proving that the number e, the base of the Naperian system of logarithms is not only incommensurable but that it can not be a root of a rational algebraic equation of any degree whatever. Such a number is called transcendent. If the number \(\pi\) could be proved to be transcendent the vexed question of the quadrature of the circle would be settled once for all. For this problem requires to derive the number \(\pi\) by a finite number of elementary geometrical constructions. As two straight lines, or a straight line and a circle, or two circles, have not more than two intersections, these processes, or any finite combination of them, can be expressed algebraically in a comparatively simple form ; so that the solution of the problem of the quadrature of the circle would mean that \(\pi\) can be expressed as the root of an algebraic equation solvable by square roots. Hermite did not succeed in proving that \(\pi\) is a transcendent number, but in 1882 Lindemann extended Hermite's proof to include the number \(\pi\) as well as \(e\) among the transcendent numbers. Hermite and Lindemann's methods are complicated and obscure and many mathematicians attempted to simplify them. But not until very recently were these attempts rewarded with any degree of success. In January, 1893, Hilbert published a proof of the transcendency of \(e\) and \(\pi\) that reduces the problem to such simple terms as to be understood by mathematicians having only a moderate understanding of the principles of the calculus. Hilbert's proof depends upon certain properties of the definite integral
\[
\int_{0}^{\infty} z^{\rho}[(z-1)(z-2)(z-3) \ldots \ldots(z-n)]^{\rho+1} e^{-z} d z
\]
suggested by the investigations of Hermite.
Immediately after the publication of Hilbert's proof, Hurwitz published a proof for the transcendency of e based on still more elementary principles. And finally, in May, 1893, Gordan published a proof of the transcendency of \(e\) and \(\pi\) in whic's only the known development of \(e^{x}\) in powers of \(x\) is made use of. This last proof is 80 simple that it should be introduced into university teaching everywhere. T山e numbers \(e\) and \(\pi\) are very intimately related, and before proceeding
to Gordan's proof of the transcendency of these two fundamental numbers I wish to give here a well known proof that \(e\) is incommensurable. We have
\[
\epsilon=1+1+\frac{1}{\underline{\underline{2}}}+\frac{1}{\underline{\underline{3}}}+\cdots \cdots \frac{1}{\underline{T}}+\frac{1}{\underline{\mid r+1}} \cdots \cdots
\]

Assume, now, that \(e\) is a rational number \(\frac{a}{r}\), where \(a\) and \(r\) are integers, and the fraction \(\frac{a}{r}\) is in its lowest terms. Multiply this equation by \(\mid \underline{r}\) and we see that all the terms preceding the term \(\frac{1}{\frac{r+1}{\mid}}\) are integers. The series
\[
\begin{gathered}
\frac{1}{r+1}+\frac{1}{(r+1)(r+2)}+\frac{1}{(r+1)(r+2)(r+3)} \ldots . . \text { is less than } \\
\frac{1}{r+1}+\frac{1}{(r+1)^{2}}+\frac{1}{(r+1)^{8}} \ldots \ldots
\end{gathered}
\]

That is less than \(\frac{1}{r}\). Thus we have an integer equal to a proper fraction
which is impossible. I will now give Gordan's proof of the transcendency of e and \(\pi\). The proof for \(e\) will be seen to be an extension of the above well-known proof of the irrationality of \(e\) and apparently should have been discovered long ago.

The function \(e^{x}\) is defined by the series
\[
e^{x}=1+x+\frac{x^{2}}{\underline{12}}+\frac{x^{3}}{\underline{13}} \cdots \cdots
\]

This, if we introduce the symbolic notation
\[
\underline{\mid r}=h^{r}
\]
and multiply by this quantity and any whole number \(c_{r}\), passes into the form
\[
\begin{equation*}
c_{r} h^{r} \sigma^{x}=c_{r}(x+h)^{r}+c_{r} x^{r} u_{r} \tag{1}
\end{equation*}
\]
in which
\[
u_{r}=\frac{x}{r+1}+\frac{x^{2}}{(r+1)(r+2)} \cdots \cdots
\]

If
\[
\mu=\bmod . x
\]
we have
\[
\begin{gathered}
\text { mod. } u_{r}<e^{\mu} ; \\
u_{r}=q_{r} e^{\mu},
\end{gathered}
\]
and if we put
\[
\begin{gathered}
u_{r}=q_{r^{\prime}}{ }^{\mu} \\
\bmod . q_{r}<1
\end{gathered}
\]

From (1) it follows :

And
\[
c_{r} h^{r} e^{x}=c_{r}(x+h)^{r}+c_{r} x^{r} q_{r} e^{\mu}
\]
\[
e_{r=0}^{r=s} \sum_{r} c_{h} h^{r=0} \sum_{r=0}^{r=0} c_{r}(x+h)^{r}+e^{\mu=\sum_{r=0}^{r} c_{r} \eta_{n} x^{r} .}
\]

And if we put
\[
{\underset{r=0}{r=0} \sum_{r} x^{r}=\phi(x), \sum_{r=0}^{r=0} \sum_{c_{r}} q_{r} x^{r}=\psi(x) ; ~ ; ~}_{\text {a }}
\]
\[
\begin{equation*}
e^{x} \phi(h)=\phi(x+h)+e^{\mu} \phi(x) . \tag{2}
\end{equation*}
\]

If, now, there is an equation with integral coefficients, satisfied b number \(e\) :
\[
\sum_{k=0}^{k=n} c_{k} k^{k}=0
\]
then from (2) we have
\[
\begin{equation*}
0=\sum_{k=0}^{k=n} c_{k} \phi(k+h)+\sum_{k=0}^{k=n} c_{k} \psi(k) e^{k} . \tag{3}
\end{equation*}
\]

If we choose for \(\phi\) the function
\[
\phi(x)=\frac{x^{p-1}}{\underline{p-1}}\left[(x-1)(x-2 \ldots \ldots(x-n)]^{p}\right.
\]
and for \(\rho\) a prime number greater than the numbers \(n\) and \(c_{0}\), then \(\phi(k+h)\) in formula (3) become whole numbers.
\[
\phi(h+1), \phi(h+2) \ldots \ldots \phi(h+n)
\]
have the factor \(p\), but
\[
c_{0} \phi(h)
\]
has not. If we let \(p\) increase, then \(\phi\) and \(\psi\) become as small as we please formula (3) is impossible, and the number e transcendent.

If \(i \pi\) is a root of an equation with integral coefficients :
\[
\begin{equation*}
c\left(x-w_{1}\right)\left(x-w_{2}\right) \cdots \ldots\left(x-w_{\rho}\right)=0, \tag{4}
\end{equation*}
\]
then we have the formula
\[
\begin{equation*}
\left(1+e^{\infty_{1}}\right)\left(1+e^{\infty_{1}}\right) \ldots \ldots\left(1+e^{\infty} \rho\right)=0 \tag{5}
\end{equation*}
\]

If \(c-1\) vanishing quantities are found among the sums
\[
w_{1} ; w_{1}+w_{k} ; w_{k}+w_{k}+w_{\lambda} \ldots \ldots
\]
and we designate those remaining by
\[
a_{1}, a_{1}, a_{3} \ldots \ldots a_{n}
\]
and their moduli by
\[
a_{1}, a_{3}, a_{3} \ldots \ldots a_{n}
\]
formula (5) becomes
\[
\begin{equation*}
0=c+\sum_{k=1}^{k=n} e^{a_{k}} \tag{6}
\end{equation*}
\]

The symmetric functions of \(c w_{k}\), as well as those of \(c a_{k}\), are whole numbers.
By formula (2) we have
\[
\begin{equation*}
0=c \phi(h)+\sum_{k=1}^{k=n} \phi\left(a_{k}+h\right)+\sum_{k=1}^{k=n} a_{k} \phi\left(a_{k}\right) . \tag{7}
\end{equation*}
\]

Let \(\quad \phi(x)=\frac{(c x)^{p-1}}{\underline{p-1}} e^{c p}\left[\left(x-a_{1}\right)\left(x-a_{8}\right) \ldots \ldots\left(x-a_{n}\right)\right]^{p}\),
and let \(p\) be a prime number greater than the numbers
\[
c ; n ; c ; c^{n} a_{1} a_{2} \ldots \ldots a_{n} .
\]

The quantities \(\phi(h)\) and \(\sum_{k=1}^{k=n} \phi\left(a_{k}+h\right)\) are whole numbers:
\[
\sum_{k=1}^{k=n} \phi\left(a_{k}+h\right)
\]
contains the factor \(p\), but \(c \phi(h)\) does not.
If \(p\) increases the moduli of \(\phi\) and \(\phi\) become as small as we please. Formula (7) is impossible, and therefore \(\pi\) is a transcendent number.

\section*{THE CENTROID OF AREAS AND VOLUMES.}

Bj G. B. M. ZERR, A. M., Ph. D., Professor of Mathematies and Applied Soience, Tevarkam Colloge, Terartama, Arkansas-Texas.

It is the object of this paper to put on record, once for all, general values for the centroid of areas, represented by the curve \(\left(\frac{x}{a}\right)^{\frac{2}{2 m+1}}+\left(\frac{y}{b}\right)^{\frac{2}{2 x+1}=1}\), and the centroid of volumes represented by the surface
\[
\left(\frac{x}{a}\right)^{\frac{2}{2 m+1}}+\left(\frac{y}{b}\right)^{\frac{2}{2 n+1}}+\left(\frac{z}{c}\right)^{\frac{2}{2 p+1}}=1
\]
I. Areas. Let the density vary as \(x^{k-1} y^{1-1}\), the thickness being constant.
\[
\begin{aligned}
& \text { Then } \bar{x}=\frac{\iint x^{k} y^{\prime-1} d x d y}{\iint x^{k-1} y^{\prime-1} d x d y}, \bar{y}=\frac{\iint x^{k-1} y^{l} d x d y}{\iint x^{k-1} y^{l-1} d x d y} \text {. } \\
& \frac{a^{t+1} b^{\prime}}{\frac{4}{(2 m+1)(2 n+1)}} \frac{I \cdot\left\{\frac{k+1}{2}(2 m+1)\right\} \Gamma\left\{\frac{l}{2}(2 n+1)\right\}}{I^{\prime}\left\{\frac{k+1}{2}(2 m+1)+\frac{l}{2}(2 n+1)+1\right\}} \\
& a^{k} b^{\prime} \\
& \left.I \cdot \frac{k}{2}(2 m+1)\right\} \Gamma\left\{\frac{l}{2}(2 n+1)\right\} \\
& \frac{4}{\frac{4}{(2 m+1)(2 n+1)}} \Gamma\left\{\frac{k}{2}(2 m+1)+\frac{l}{2}(2 n+1)+1\right\} \\
& \therefore \bar{x}=\frac{I^{\prime}\left(k m+m+\frac{k+1}{2}\right) \Gamma\left(k m+\ln +\frac{k+l}{2}+1\right)}{\Gamma\left(k m+\frac{k}{2}\right) \Gamma\left(k m+l n+m+\frac{k+l+1}{2}+1\right)} a . \\
& I\left(\ln +n+\frac{l+1}{2}\right) I^{\prime}\left(k m+\ln +\frac{k+l}{2}+1\right)
\end{aligned}
\]

Similarly, \(\bar{y}=— b\).
\[
\begin{equation*}
\Gamma\left(\ln +\frac{l}{2}\right) \Gamma\left(k m+\ln +n+\frac{k+l+1}{2}+1\right) \tag{B}
\end{equation*}
\]

This gives the centroid of a quadrant of the area whatever be the values of \(k, l, m, n\). Let \(k=l=1\), so that the density is the same throughout the whole area.
\[
\therefore \bar{x}=\frac{\Gamma(2 m+1) \Gamma(m+n+2)}{\Gamma\left(m+\frac{1}{\xi}\right) \Gamma\left(2 m+n+\frac{1}{y}\right)} a, \bar{y}=\frac{\Gamma(2 n+1) \Gamma(m+n+2)}{\Gamma\left(n+\frac{1}{y}\right) \Gamma\left(m+2 n+\frac{1}{y}\right)} b .
\]

Let \(m=n=0\), then \(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}=1\).
\[
\therefore \bar{x}=\frac{\Gamma(1) \Gamma(2)}{\Gamma(\not) \Gamma(\mathbf{\xi})} a=\frac{4 a}{3 \pi}, \bar{y}=\frac{\Gamma(1) \Gamma(2)}{\Gamma(t) I\left(\frac{1}{\mathbf{k}}\right)} b=\frac{4 b}{3 \pi} .
\]

Let \(m=n=1\), then \(\left(\frac{x}{a}\right)^{\frac{2}{3}}+\left(\frac{y}{b}\right)^{\frac{2}{3}}=1\).
\[
\therefore \bar{x}=\frac{\Gamma(3) \Gamma(4)}{\Gamma\left(\frac{3}{3}\right) I\left(\overline{1}^{\prime}\right)} a=\frac{256 a}{315 \pi}, \bar{y}=\frac{\Gamma(3) \Gamma(4)}{\Gamma\left(\frac{3}{3}\right) l\left(y^{\prime}\right)} b=\frac{256 b}{315 \pi} .
\]

Let \(m=n=2\), then \(\left(\frac{x}{a}\right)^{\frac{2}{b}}+\left(\frac{y}{b}\right)^{\frac{2}{b}}=1\).
\(\therefore \bar{x}=\frac{\Gamma(5) \Gamma(6)}{\Gamma\left(\frac{5}{5}\right) \Gamma\left(\frac{1}{2}\right)} a=\frac{2 \cdot 4 \cdot 8 \cdot 12 \cdot 16.20}{3 \cdot 5 \cdot 7 \cdot 9 \cdot 11 \cdot 13.15} \cdot \frac{4 a}{\pi}\),
\[
\bar{y}=\frac{\Gamma(5) \Gamma(6)}{\Gamma\left(\frac{4}{y}\right) \Gamma\left(1 \bar{y}^{7}\right)} b=\frac{2 \cdot 4 \cdot 8 \cdot 12 \cdot 16 \cdot 20}{3 \cdot 5 \cdot 7 \cdot 9 \cdot 11 \cdot 13.15} \cdot \frac{4 b}{\pi} .
\]

Let \(m=0, n=1\), then \(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{\frac{3}{3}}=1\).
\[
\therefore \bar{x}=\frac{I(1) \Gamma(3)}{I\left(\frac{1}{3}\right) I(\bar{z})} a=\frac{16 a}{15 \pi}, \bar{y}=\frac{I(3) \Gamma(3)}{I\left(\frac{\xi}{2}\right) I(\xi)} b=\frac{128 b}{105 \pi} .
\]

Let \(m=n=\frac{3}{3}\), then \(\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}=1\).
\(\therefore \bar{x}=\frac{\Gamma(4) \Gamma(5)}{\Gamma(2) I(7)} a=\frac{a}{5}, \bar{y}=\frac{\Gamma(4) \Gamma(5)}{\Gamma(2) \Gamma(7)} b=\frac{b}{5}\), the centroid of the area be-

\section*{tween the parabola and its tangents as axes.}

Let the density vary as \(x y\), so that \(k=l=2\).
\[
\therefore \bar{x}=\frac{\Gamma\left(3 m+\frac{1}{4}\right) \Gamma(2 m+2 n+3)}{\Gamma(2 m+1) \Gamma(3 m+2 n+7)} a, \bar{y}=\frac{\Gamma(3 n+1) \Gamma(2 m+2 n+3)}{\Gamma(2 n+1) \Gamma\left(2 m+3 n+\frac{1}{y}\right)} b .
\]

Let \(m=n=0\), then \(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}=1\).
\[
\therefore \bar{x}=\frac{\Gamma\left(\frac{b}{3}\right) \Gamma(8)}{\Gamma(1) \Gamma\left(\frac{7}{y}\right)} a=\frac{8 a}{15}, \bar{y}=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(8)}{\Gamma(1) \Gamma\left(\frac{7}{7}\right)} b=\frac{8 b}{15} .
\]

Let \(m=n=1\), then \(\left(\frac{x}{a}\right)^{t}+\left(\frac{y}{b}\right)^{\frac{3}{3}}=1\).
\[
\therefore \bar{x}=\frac{\Gamma(\hat{y}) \Gamma(7)}{\Gamma(3) \Gamma\left(\frac{1}{y}\right)} a=\frac{128 a}{429}, \bar{y}=\frac{\Gamma\left(\frac{y}{2}\right) \Gamma(7)}{I(3) \Gamma\left(\frac{1}{y}\right)} b=\frac{128 b}{429} .
\]

Let \(m=n=\frac{1}{3}\), then \(\left(\frac{x}{a}\right)^{\frac{2}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}=1\).
\[
\therefore \bar{x}=\frac{\Gamma(6) \Gamma(9)}{\Gamma(4) \Gamma(11)} a=\frac{2 a}{9} . \bar{y}=\frac{\Gamma(6) \Gamma(9)}{\Gamma(4) \Gamma(11)} b=\frac{2 b}{9} .
\]

Let the density vary as \(x\) the distance from the axis of ordinates so th \(k=2, l=1\).
\[
\therefore \bar{x}=\frac{\Gamma\left(3 m+\frac{1}{y}\right) \Gamma\left(2 m+n+\frac{1}{y}\right)}{\Gamma(2 m+1) \Gamma(3 m+n+3)} a, \bar{y}=\frac{\Gamma(2 n+1) \Gamma\left(2 m+n+\frac{1}{y}\right)}{\Gamma\left(n+\frac{1}{k}\right) \Gamma(2 m+2 n+3)} b .
\]

Let \(m=n=0\), then \(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}=1\).
\[
\therefore \bar{x}=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{I(1) I(3)} a=\frac{3 \pi a}{16}, \bar{y}=\frac{\Gamma(1) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{y}{2}\right) \Gamma(3)} b=\frac{3 b}{8} .
\]

Let \(m=n=1\), then \(\left(\frac{x}{a}\right)^{\frac{3}{3}}+\left(\frac{y}{b}\right)^{\frac{3}{3}}=1\).
\[
\therefore \bar{x}=\frac{\Gamma\left(\frac{\xi}{2}\right) \Gamma\left(\frac{1}{\ell}\right)}{\Gamma(3) \Gamma(7)} a=\frac{49.45 \pi a}{2^{14}}, \bar{y}=\frac{\Gamma(3) \Gamma\left(y_{2}\right)}{\Gamma(\xi) \Gamma(7)} b=\frac{63 b}{384} .
\]

Let \(m=n=1\), then \(\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}=1\).
\[
\therefore \bar{x}=\frac{\Gamma(6) \Gamma(7)}{\Gamma(4) \Gamma(9)} a=\frac{5 a}{14}, \bar{y}=\frac{\Gamma(4) \Gamma(7)}{\Gamma(2) \Gamma(9)} b=\frac{3 b}{28} .
\]

Let the density vary as \(y\) the distance from the axis of abscissas so that \(\boldsymbol{k}=1, l=2\).
\[
\therefore \bar{x}=\frac{\Gamma(2 m+1) \Gamma\left(m+2 n+\frac{1}{1}\right)}{\Gamma\left(m+\frac{1}{y}\right) \Gamma(2 m+2 n+3)} a, \bar{y}=\frac{\Gamma\left(3 n+\frac{3}{3}\right) \Gamma\left(m+2 n+\frac{1}{3}\right)}{\Gamma(2 n+1) \Gamma(m+3 n+3)} b .
\]

Let \(m=n=0\), then \(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}=1\).
\[
\therefore \bar{x}=\frac{\Gamma(1) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{1}{3}\right) \Gamma(3)} a=\frac{3 a}{8}, \bar{y}=\frac{\Gamma\left(\frac{3}{\frac{1}{2}}\right) \Gamma\left(\frac{1}{\frac{1}{2}}\right)}{\Gamma(1) \Gamma(3)} b=\frac{3 \pi b}{16} .
\]

Let \(m=n=1\), then \(\left(\frac{x}{a}\right)^{\frac{2}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{b}}=1\).
\[
\therefore \bar{x}=\frac{\Gamma(3) I(11)}{\Gamma\left(\frac{1}{8}\right) \Gamma(7)} a=\frac{63 a}{384}, \bar{y}=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(3) \Gamma(7)} b=\frac{49.45 \pi b}{2^{14}} .
\]

Let \(m=n=\frac{1}{3}\), then \(\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}=1\).
\[
\therefore \bar{x}=\frac{\Gamma(4) \Gamma(7)}{\Gamma(2) \Gamma(9)} a=\frac{3 a}{28}, \bar{y}=\frac{\Gamma(6) \Gamma(7)}{\Gamma(4) \Gamma(9)} b=\frac{5 b}{14} .
\]
[To be Continued.]

\section*{ARITHMETIC.}

Conductod by B. P. FIFICBL, Springtild, Mo. All contributions to this department abould be seot to im.

\section*{SOLUTIONS OF PROBLEMS.}

HOTE on the Solution of Problem 68, by J. M. COLAW, A. M., Principal of Figh Sabool, Menterys, V.
As originally proposed the problem read "with 7\% annual interest from date," while, it would seem by inadvertence, as reproduced in the November number, it reads "with interest at 7 per cent. from date."

I do not find the subject of "Partial Payments on Notes with Annual Interest'" treated in any of our Arithmetics, except in Olney's The Science of Arithmetic, but there are doubtless other exceptions.

On page 191 of Science of Arithmetic it is stated that when partial payments are made on notes which bear Annual Interest, at other times than those at which the annual interest falls due, the method usually adopted is as follows:

Find the interest on the note for 1 year ; and find also the amount of the payments made during the year from the times they were severally made to the end of the year.

If the payments amount to more than the interest due, take their amount from the amount of the note, and make the remainder a new principal.

But if the aunount of the payments does not equal the interest due, the principal remains unchanged, and the amount of the payments is taken from the interest, the remainder being treated as deferred interest.

Proceed in this manner with each year till the time of settlement, the last period being that from the time the last annual interest fell due to the time of settlement.

Mr. Wilke's solution does not follow in all points the rule here laid down as the usual one. The question is, what is the rule in Ohio where the note was drawn?
65. Proposed by J. C. CORBII, Pine Blafi, Arkancas.

How long will it take to count a million, in the following manner : the connter is to pronounce each syllable in the names of the successive numbers at the rate of one per second?

Solution by B. P. YAIMEY, A. M., Profercor of Mathematios, Mount Union College, Alliazoe, Ohio.
One, two, ....... nine- 10 syllables-of the first order, are each pronounced 9 times in every hundred.
\(\therefore\) The total for these is \(9 \times 10 \times 10000=\)
900000.

The same, of the fourth order, are each pronounced 9000 times in every hundred thousand.
\(\therefore\) The total for these is \(9000 \times 10 \times 10=\)
900000.

Ten, eleven, . . . . . . , nineteen- 20 syllables-of the first and second orders, are each pronounced once in every hundred.
\(\therefore\) The total for these is \(20 \times 10000=\) 200000.

The same, of the fourth and fifth orders, are each pronounced 1000 times in every handred thousand.
\(\therefore\) The total for these is \(10 \times 20 \times 10000=\)
200000.

Treenty, thirty, ......., ninety- 17 syllables-of the second order, are each pronounced 10 times in every hundred.
\(\therefore\) The total for these is \(10 \times 17 \times 10000=\)
1700000.

The same, of the fifth order, are each pronounced 10000 times in every hundred thousand.
\(\therefore\) The total for these is \(10 \times 17 \times 10000=\)
1700000.

One hundred, two hundred, . . . . . . , nine hundred-28 syllables -of the third order, are each pronounced 100 times in every thousand.
\(\therefore\) The total for these is \(28 \times 100 \times 1000=\)
2800000.

The same, for the sixth order, are each pronounced 100000 times.
\(\therefore\) The total for these is \(28 \times 100000=\)
2800000.

Thousand is pronounced 999000 times.
\(\therefore\) The total for this word is
1998000.

The number of syllables in one million is 3.

The grand total is 13198003.
\(\therefore 13198003\) seconds \(=152\) days, 18 hours, 6 minutes, 43 seconds, the time required.

\begin{abstract}
[Ohes. C. Crose, New Windsor, Maryland, sent in a solution of problem 49. The solution is by Alsebra and ta very good, but as the apace in the Morriniy is very limited even for unsolved problems, we relectants omit his solution. The pablished solution of problem se is not valuable because of its brevity, bus becaree each atep is the atatement of a very elementary mathematical proposition, and hence can be comeprehanded by any one who has mastered these simple propositions. It is no discredit to a solution to be loag if at the aame time it is clear in its statements. Edrron.]
\end{abstract}

\section*{ALGEBRA.}

Condectad by J. M. COLAW, Montarey, Va. All contributions to this department should be sent to him.

\section*{SOLUTIONS OF PROBLEMS.}

E4. Propoeed by Profcecor E. W. MORRELL, Department of Mathematics, Montpolier Seminary, MontpoHow, Vermont

Transform \(x^{4}+y^{4}+z^{4}-2 y^{2} z^{2}-2 z^{2} x^{2}-2 x^{2} y^{2}\) into a product.
I. Solution by ROBERT E. MORITZ, B. 8o., Protocoor of Mathematies in Heatinge Collec Mobrakta ; and EDGAR KEsMER, Booldar, Colorado.

Adding and subtracting \(4 y^{2} z^{2}\), we have
\[
\begin{aligned}
& \left(x^{4}+y^{4}+z^{4}-2 y^{2} z^{2}-2 x^{2} z^{2}+2 y^{2} z^{2}\right)-4 y^{2} z^{2},=\left(x^{2}-y^{2}-z^{2}\right)^{2}-(2 y z)^{8} . \\
& \left(x^{2}-y^{2}-z^{2}\right)^{2}-(2 y z)^{2}=\left(x^{2}-y^{2}-z^{2}-2 y z\right)\left(x^{2}-y^{2}-z^{8}+2 y z\right) \\
& =\left[x^{2}-(y+z)^{2}\right]\left[x^{2}-(y-2)^{2}\right] \\
& =(x-y-z)(x+y+z)(x-y+z)(x+\dot{y}-z) \text {, } \\
& \text { or }-(y+z-x)(x+y+z)(x-y+z)(x+y-z) \text {. }
\end{aligned}
\]
similarly solved by O. W. ANTHO.VY, J. SCHEPPER, C. D. SCHIITT, H. C. WIL YANNEY, and G. B. M. 2ERR.
II. Solution by A. P. READ, A. M., Claronee, Miseouri.

By the method of the last solution, we get
\[
\left[x^{2}-(y+z)^{2}\right]\left[x^{2}-(y-z)^{2}\right]=(x-y-z)(x+y+z)(x-y+z)(x+y-z)
\]

In a similar way by adding and subtracting first \(4 x^{2} z^{2}\) and then 4
obtain
\[
(y-x-z)(y+x+z)(y-x+z)(y+x-z)
\]
and
\[
(z-x-y)(z+x+y)(z-x+y)(z+x-y)
\]

Also colved in this way by \(\boldsymbol{K}\). A. GRUBER.
III. Solution by AlFRED HUME, C. E., D. Se., Professor of Mathematies, Univarsity of Univeraity, Lalayotte County, Misciasippi.
\(x^{4}+y^{4}+z^{4}-2 y^{2} z^{2}-2 z^{2} x^{2}-2 x^{2} y^{2}\) may be expressed as the deter
\[
\left|\begin{array}{rrrr}
0 & 1 & 1 & 1 \\
1 & 0 & z^{2} & y^{2} \\
1 & z^{2} & 0 & x^{2} \\
1 & y^{2} & x^{2} & 0
\end{array}\right|
\]
which, as in Burnside and Panton's Theory of Equations, second edition, or, as in Weld's Theory of Determinants, pages 41 and 42 , may be reso. the factors
\[
-(x+y+z)(y+z-x)(z+x-y)(x+y-z)
\]
65. Proposed by Mreds baker, y. A., ס. s. Geologieal Survey, Washington, D. C.

Two right triangles \(A B C\) and \(A B D\) are so placed as to \(h\) side \(x(=A B)\) in common. From \(P\) the intersection of their hypot drawn \(c\) perpendicular to \(x\). Knowing the hypotenuses \(a=39\) feet and \(b\) : and the perpendicular \(c=12^{\frac{6}{7}}\) feet, find \(x\). Note this theorem
\[
\frac{1}{m}+\frac{1}{n}+\frac{1}{c} \text { or } \frac{1}{\sqrt{a^{2}+x^{2}}}+\frac{1}{\sqrt{b^{2}-x^{2}}}=\frac{1}{c}
\]
where \(m\) and \(n\) are the altitudes of the two triangles, respectively. locus of \(P\). Discuss the case when the triangles are general (not right al
 mus Oniog, Turgitanci Atomariame.

Let \(A B=x, P G=c, A C=a, B D=b, C B=m, A D=n\).
Prom the triangles \(A B C\) and \(A G P\), we get
\[
m: c \in x: x-G B \ldots . . . . . .(1) .
\]

Prom the trianglea \(A B D\) and \(B G P\), we get
\[
\begin{equation*}
n: c=\pi: G B \tag{2}
\end{equation*}
\]

Miminating \(G B\) between (1) and (2), we get
\(\frac{1}{w}+\frac{1}{6}=\frac{1}{c}\) or \(\frac{1}{\sqrt{a^{3}-x^{2}}}+\frac{1}{\sqrt{b^{2}-x^{2}}}=\frac{1}{c}\).


Bok \(s=89, b=25, c=124\).
\[
\begin{gathered}
\therefore \frac{1}{\sqrt{1581-x^{2}}}+\frac{1}{\sqrt{682}-x^{2}}=\frac{7}{90} . \text { Let } 1521-x^{*}=y^{4} . \\
\therefore \frac{1}{y}+\frac{1}{\sqrt{y^{3}-896}}=\frac{7}{80} .
\end{gathered}
\]
\(\therefore 7 y^{4}-180 y^{2}-6872 y^{2}+161280 y-1086800=0 . \quad \therefore y=36, x=15\).
For locus of \(P\), let \(A\) be the origin. Uaing polar co-ordinates, we get \(\tan \theta=\frac{\sqrt{ } a^{4}-x^{3}}{x}\), and \(\frac{r \sin \theta}{x-\cos \theta}=\frac{V^{\prime} b^{2}-x^{n}}{x}\), for the equations to \(A C\) and \(B D\).

The value of \(x\) from the first in the second gives
\[
\left(a^{8}-b^{2}\right)(r \pm a)^{2}-\left(a^{4} \mp 2 a^{2} r\right) \sin ^{2} \theta \text {. If } a=b, r= \pm i a \text {. }
\]

For the general triangle, let \(E F=x, P^{\prime} G^{\prime}=c, E C=a, D F=b, B C=m\); \(A D=n\). Then from similar right trianglee, we deduce the relation :
\[
\frac{c}{n}\left(x-\sqrt{b^{3}-n^{2}}\right)+\frac{c}{m}\left(x-\sqrt{a^{2}-n^{2}}\right)=x .
\]



Let \(B C=m, A D=n, P G=c\).
Then
\[
\begin{aligned}
& m: c: A B: A G . \\
& n: c: A B=B G . \\
& m=B G=\frac{c \cdot A B}{m},
\end{aligned}
\]

Adding, \(A G+B G=A B=\frac{c . A B}{n}+\frac{c . A B}{n}\),
or \(1=\frac{c}{m}+\frac{c}{n}\), whence \(\frac{1}{m}+\frac{1}{n}-\frac{1}{c}\).
\[
m=\sqrt{a^{8}-x^{2}}=l^{\prime} 1521-x^{2} ; n=\sqrt{b^{2}-x^{2}}=\sqrt{625-x^{2}} .
\]

Whence \(\frac{1}{\sqrt{1521-x^{2}}}+\frac{1}{1 / 625-x^{2}}=\frac{7}{90}\). Solving, \(x=15\).
[Scheffer, Schmitr.]
Putting \(A G=x, P G=y\), we find from \(V^{\prime} \overline{b^{2}-\overline{A B^{2}}}: y=A B: x\),
\(\overline{A B}^{8}=\frac{b^{2} x^{8}}{x^{8}+y^{2}} ;\) and substituting this in \(\frac{a^{8}-\overline{A B}^{2}}{y^{2}}=\frac{\overline{A B}^{8}}{(A B-x)^{2}}\), we get for the
Cartesian equation of the locus \(\frac{\left(a^{2}-b^{2}\right) x^{2}+a^{2} y^{2}}{y^{2}\left(x^{2}+y^{2}\right)}=\frac{b^{2}}{\left(b-\sqrt{\left.x^{2}+y^{2}\right)^{2}}\right.}\).
Changing this into the polar equation by putting \(x=r \cos \theta, y=r \sin \theta\), \(x^{8}+y^{8}=r^{2}\), we obtain \(r=\frac{b_{V} / \overline{a^{2}-b^{2} \cos ^{2}} \theta}{b \sin \theta+\sqrt{\overline{a^{2}-b^{2} \cos ^{2} \theta}}}\).

\begin{abstract}
Also solved by A. H. BELL and H. C. WILKES. [See No. M, Geomotry, Vol. I, page sse, for another solution of a similar problem. Mr. Bell sends a trigonometrical solution, and says that his view of the problem in general is to have given \(a, b, c\), and angles \(\triangle B C=B A D=0\), to find the base. Fidiros.]
\end{abstract}

Errata.-On page 359, line 16 of December issue, for " \(t_{1}+t_{1}\) " read \(t_{1}+t_{8}\); page 360 , line 7 , in the denominator for " \(m_{s}\) " read \(m^{6}\); page 360 , under Case III., for " \(-4 n^{6}<n^{2}\) " read \(-4 m^{6}>n^{8}\); in the last line on same page insert 1 before the second radical ; and on page 361 , line 3 , of problem 52 , for "(2)" read (3).

\section*{PROBLEMS.}
62. Proposed by G. B. M. ZERR, A. M., Ph. D., Professor of Mathematios and Applied Sofemen, Tame kana College, Texarkana, Arkensab-Texas.

A man raises 1 chicken the first year ; 6, the second; 35, the third; 180, the fourth ; 921, the fifth ; 4628, the sixth ; 23215, the seventh ; 116160, the eighth ; and so on. .How many does he raise the 20th year, and how many in the twenty years?

\section*{68. Proposed by P. M. 8Hishids, Cooprood, Miseisaippi.}

A, B, and C bought unequal shares in 200 acres of land at same price per acre, which they sold for \$286.90. A gained as much per cent. on his part as he had acres, B gained as much per cent. on his part as \(\mathbf{A}\) did, and \(C\) lost \(\$ 9.10\) on the cost of his part ; the total net gain was 43\% per cent. How much land did each buy, and what did each receive per acre at the sale?

\section*{GEOMETRY.}


\section*{80LUTIOIS OF PBOBLDATs.}



Find the length \((x)\) of a rectangular parallelopiped \(b=5\) feet, and \(h=3\) feet, which ann be diagomaly inaoribed in a rectangular parallelopiped \(L=89\) feet, \(B=64\) feet, and \(H=50\) font.
 Figlim, Dicur Colimen, epringtold, Mo.

Let \(A B=L=83\) feet, \(A E=B=64\) feet, \(A D=H=50\) feet, \(T U V W-P=\) the regnired inscribed paralielopiped, \(V W=b=5\) feet, \(W T=h=8\) feet, \(B K=s\); IM=y, and \(W R=T S=U P=V Q=x\).

Then \(K H=A M=B-z, B I=L E=\left(b^{*}-x^{2}\right)^{4}\), and \(A I=H L=L-\left(b^{*}-\right)^{4}\).


In the right triangle \(I A M, I A^{2}+A M^{2}-I M^{2}\), or
\[
\begin{equation*}
\left[L-\left(b^{\mathrm{N}}-z^{n}\right)^{1}\right]^{8}+(B-2)^{2}=y^{2} \tag{1}
\end{equation*}
\]

In the similar triangles \(I A M\) and \(I B K\), we bave
\[
A I: B K=I M: I K, \text { or } L-\left(b^{2}-z^{4}\right)^{4}: z=y: b ;
\]
whence
\[
\begin{equation*}
y z=b\left[L-\left(b^{8}-z^{*}\right)^{1}\right] . \tag{2}
\end{equation*}
\]

Qolving (2) for \(y\) and substituting its value in (1) we have, after reducing and freeing of radicals,
\[
\begin{equation*}
4 z^{4}-4 B x^{3}+\left[L^{2}+B^{2}-4 b^{2}\right] z^{2}+2 B b^{2} z-\left(J^{2}-b^{2}\right) b^{2}=0 \tag{3}
\end{equation*}
\]

Restoring numbers, we have
\[
\begin{equation*}
4 x^{4}-2562 x^{3}+10885 z^{8}+3200 z-171600=0 \tag{4}
\end{equation*}
\]

Solving this equation by Horner's Method, we find \(z=4\). \(\therefore \sqrt{b^{8}-z^{4}}=8\).
\[
\therefore \text { From (1) or }(2), y=100 .
\]

If in (3) we let \(L=100, B=50\), and \(b=3\) and solve the equation again for 2 , we find \(x=2.750413+=T I . \quad \therefore I W=1.5248 . \quad \therefore W R=109.4494698746751+\) feet, the required length of the parallelopiped.

Had we solved equation (2) for \(z\) and substituted its value in (1), we would have obtained an equation which would give the length of the rectangle \(I M L K\), but it would require a great deal of work to free the equation of radicals. We shall now obtain such an equation, or formula.

Let \(A B=L, B H=B, \theta=\angle A I M\), and \(x=I M\). Then \(A I=x \cos \theta\), \(A M=x \sin \theta, I B=b \sin \theta, B K=b \cos \theta\).
\[
\begin{align*}
& \therefore \text { Area of } \begin{aligned}
A B H E & =2[\ddagger A I \times A M+\{B I \times B K]+I M \times I K \\
= & \left(x^{2}+b^{2}\right) \cos \theta \sin \theta=a b \ldots \ldots \ldots \ldots \ldots \\
& x \cos \theta+b \sin \theta=L \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{aligned} \\
& x \sin \theta+b \cos \theta=B \ldots \ldots \ldots \tag{1}
\end{align*}
\]

Also

Squaring (2) and (3) and adding the results, we have
\[
x^{2}+c^{2}+4 c x \sin \theta \cos \theta=L^{2}+B^{2}
\]

Equating \(\sin \theta \cos \theta\) in (1) and (4), we have, after an easy reduction,
\[
x^{4}-\left(L^{8}+B^{2}+2 b^{2}\right) x^{2}+4 L B b x-b^{2}\left(L^{2}+B^{2}-b^{2}\right)=0 \ldots \ldots \ldots . .(5),
\]
an equation which gives the length of the longest rectangle of given width which can be diagonally inscribed in a given rectangle.
[Norm.-It is but funtice to Mr. Boll to say that he was obliged to protent long and vicoroants betore he recolved a proper hearing to his clalm that the pabiliched solution of Dr. Mats and Mr. Buriemon is wrong. It was almply s case of that tafuetice commonily done to men when we believe them to be wrins and refuse to acamine thels olaims. This problem was proposed a fow yeare ago in the scioel Piotep, and at that time we solved the problem thousin we did not try to obtatn the numerical reanlt. When Dr. ITns and Mr. Burienon comt in thedr colution, it meemed to us on oursory examination to be obtatined an the mame plan purased by un a fow yeare aso. But atter Mr. Boll had wittion to ve on eoveral difurent coeadons, we oflered to publich his solution that our readers might cominpare the reulin. But before cofins e0, we examined the published solution in the May No. Vol. II and foand that it was wroas. The remarioal oalculation of \(s=W R\) is due to Mr. Bell, as is also the lant equation and the method of obeating it. EDITOR.]
40. Proponed by J. O. WIWRiNs, Pome, Iow Iork.

Of all triangles inacribed in a given segment of a circle, with the chord as bace, the isosceles is the maximum.

\footnotetext{
 of Sohools, Claremee, Miscouri.

The bases being equal, the maximum triangle is the one having the greatest altitude.
}

In any mogmat of a cirole, the greatod perpendicular that can be drawn to the chord, in the perpendicalar to the middle of the chord. This perpendiculap is the altitude of the inomeden triangle.
\(\therefore\) The isoocalen triangle is the maximum.
 Smint, Onvere.

At the regment may be greater or lees than asomi-circle, the general proof if for the circie. In the figtre it it obviout thet the inompelen triangle \(P^{\prime} B C\) is greater then any other triangle \(A B C\), at ite altinde is greator. Having the given chord as the common bere, the area depends entirely on the altitade. Bat the isoncele triangle is a marinamen both in perimeter and area.

Drew PM perpendionlar to \(A B\). Then the trjangien \(A P M, P^{\prime} P B\) are similer, and the diamoter \(P^{\prime} P\) if \(>A P ; A^{*} B\) is \(>A M\) 。

But \(2 A M=A B+C A\) (Richardeon and Ramecy's Moders Plame Geometry, pp. 84, 181).

\(\therefore P^{\prime} B C\) has the maximam perimeter.




\section*{PROBLTIEs.}

Prove geometrically :
If through the center of perspective \(D\) of a given triangle \(A B C\) and itn Brocard tringle \(A^{\prime} B^{\prime} C^{\prime}\) be drawn straight lines so as to pase through \(\mathcal{S}_{a} \mathcal{S}_{\mathrm{s}}\) and \(\delta_{4}\left(\delta_{0}, \delta_{4}\right.\) and \(\delta_{4}\) are the middle points of the siden \(B C, A C\), and \(A B\) of the triengle \(A B C\) ) and if \(\delta_{8} D_{i}\) is made equel to \(D S_{0}, \delta_{0} D_{\mathrm{a}}\) equal to \(D S_{6}\) and \(S_{c} D_{s}\)
 gram ( 0 and \(O^{\prime}\) are Brocard's points), (2) the triangles \(D_{1} D_{8} D_{3}\) and \(A B C\) are equet, and (8) \(D_{1} A, D_{8} B\), and \(D_{5} C\) intersect in \(S_{1}\) ( ( 8 is the middie point of \(00^{\prime}\) ).

Let \(a b\) and \(\alpha\) be rospeotively the major and minor ares of an ellipse, and lot abe the engie which a diameter th forms with the major axis; it is required to find the longth of thin diameter.

\section*{AVERAGE AND PROBABILITY.}

Conducted by B. F. FIMESL, Springield, Mo. All contributions to this dopartanent should be seat to hen.

\section*{NOTE ON PROBLEM 26, AVERAGE AND PROBABILITY.}

BY G. B. M. zEER.
In reply to Dr. Martin, for whom I have the utmost respect, I have the following remarks to make. The prublem that gives the result ta \(a^{2}\) is different from the problem that gives the result \(\frac{a^{2}}{2 \pi}\). In the former the right angle remaines fixed and does not lie on a circle as Dr. Martin states. The problem is as follows: Find the average area of all triangles formed by a straight line of constan t length a sliding so that its extremities constantly touch two fixed straight lines at right angles to one another. In the problem under consideration the hypotenuse \(a\) is fixed and the right angle moves on the semi-circumference. In the first case the average length of one leg is \(\int_{0}^{a} x d x / \int_{0}^{a} d x=1 a\). In the second case the average length is \(\int_{0}^{a} x d s / \int_{0}^{a} d s=a / \pi\). In the first case the average area of all the triangles is \(\int_{0}^{a} \frac{1}{d} \cdot \overline{a^{2}} \overline{-x^{2}} d x / \int_{0}^{a} d x=t a^{2}\). In the second case the average area is \(\int_{0}^{a} \frac{1}{2} x_{1} \frac{\cdot}{\pi^{2}-x^{2}} d s / \int_{0}^{a} d s=\frac{a^{2}}{2 \pi}\), where \(d s\) represents an element of arc. It is plainly evident that in the result \(\boldsymbol{f} a^{2}\) the leg does not and cannot change its direction or its average length would not be \(\frac{1}{2}\). In the second case it is constantly changing its direction and the right angle is moving on a semicircumference. The problem calls for a given hypotenuse and not one that is constantly changing its direction ; hence the result \(\frac{a^{8}}{2 \pi}\) is the correct result.

\section*{DR. MARTIN'S RESULT IS NOT CORRECT.} F. P. Matz.

Cause the problem to read: "Find the average area of all right-angled triangles having a given hypotenuse, if an arm of the triangle vary uniformly;" then Dr. Martin's result, \(t h^{2}\), is perfectly correct.

Strip the problem of this italicised condition; that is, make the problem read as originally proposed; then the number of possible right-angled triangles is proportional to the length of the semicircumference of which the given bypotenuse is the diameter. This is the correct plan of solution. By adhering to this plan of solution, the correct result, \(h^{2} / 2 \pi\), is obtained, regardless as to choice of independent variable.

Dr. Martin's result, \(t h^{2}\), is ton great; for he, by making the number of possible right-angled triangles "proportional to the given hypotenuse," ignores
the consideration of the areas of practicully an infinitude of right-angled trianglea of which the major portion have one \(\quad\) ather amall acute angle-thus giving them sess amaller than the

Since not only all of Dr. Martip's ignored right-angled triangles, but ell pasible right-angled triangles, have been properly averaged in my solutions leading to (the reault) \(h^{s} / 2 \pi\), I repeat that this result is the correct one.

Mechaniederry, Pa.

\section*{A BEPLY TO DR. MARTIN'S NOTE. \\ by the editor of thia department.}

I will asy at first, that I too, have profound regard for Dr. Martin, and his opinion on a subject in which he was the pioneer writer in America should nos bo asciled aimply for the sake of controversy.

His argument is entirely sound as to fact but not as to interpretation. It in tron the triangles are not uniformly distributed on the semicircomference if the number of triangles is to be obtained by varying one of the legs of the triangle. That thia is trae may be easily shown from the figure. Let \(A C=a\), the bypotenuse, and \(B C-x\), angle \(B D C=0\). Theat \(x=a \sin \angle B D C=a \sin\) 1 \(\theta\). Differentiating, we have \(\frac{d x}{d \bar{\theta}}=j a \cos 2 \theta=\frac{1}{2} a_{\sqrt{2}} \overline{(\cos \theta+1)} . \therefore d x\) increaseb \(\sqrt{\frac{1(\cos \theta+1)}{}}\)
timee 期 fant as \(d \theta\). When \(\theta=0, d x\) and \(d \theta\) are increasing equally, and when \(\theta=\$ \pi, d x\) is increasing \(I \sqrt{ } 2\) times as fast \(38 d \theta\). Hence it is evident that a greater number of triangles exist for a certain length of arc in the vicinity of the vertex of the seqicircumference whose diameter is the hypotenuse, than for the sme length of are near the origin \(C\) when the number of triangles is made a function of one of the legs of the triangle, and therefore Dr. Martin's conclation is sound if we grant his assumption, namely, that the number of triangles is a function of one of the lege of the triangle.

But this asgumption is what we refuse to grant. We believe that there are other triangles that are to be interpolated in the series in order that the totality of the triangles may be obtained and that theae interpolated triangles are fonnd by making the totality a fonction of the semicircumference.

From this consideration, it is evident that Dr. Martin's result, tas, if greater than the result, \(\frac{a^{2}}{2 \pi}\), which we are defending. The reason is, thet ac. cording to his interpretation, the triangles are most numerous when \(x=\frac{1}{v^{\prime}} 8 a_{\text {, }}\) that is to say, when the vertex of the triangle coincides with the vertex of the semicircamference. Hence the aum of the arens of the triangles ought to be greater than when only as many triangles are taten in one portion of the arc of the semicircumference as in any other.

If the radius \(D B\) is made to revolve with uniform velocity about the point
\(D\) and its extremity \(B\) be joined with the points \(A\) and \(C\) then the totality of triangles will be formed and they will be uniformly distributed on the semicircum. ference whose diameter is the hypotenuse.

The question is not whether the triangles are uniformly distribated or not but what method gives the totality of the series.

Drury College, January sf, 1898.

\section*{NOTES.}

Errata. Professor Beman calls my attention to a manifeet error in Professor Klein's paper which I translated for the December number. Vol. II, pare 850, should give the series \(\frac{\pi}{4}=1-\frac{1}{t}+\frac{1}{2}+\ldots\). The series \(1-\frac{1}{t}+\frac{1}{2}-f+\ldots\). \(=\log _{2} 2\) instead of \(\frac{\pi}{4}\).
D. F. Smife.

Dr. F. A. Bowser writes: Should not problem 48 [Calculus] read \(\int_{0}^{1} \frac{x^{-1}-x-a}{1+x} \frac{d x}{\log x}\), as in Price's Calculus, Vol. II, page 120 ?

NOTE ON THE SOLUTIONS OF PROBLEM 46, PAGES 274-78. by artemas martin, ll. d.
There is but one case in Problem 45, Geometry, as proposed. Only the circumscribing circle is required.

The final result may be expressed in the more simple form
\[
R=\frac{a b c}{2 v^{\prime}[a b c(a+b+c)]-(a b+a c+b c)} .
\]

In the second solution, page 275, the equation
should be
\[
\begin{aligned}
" \cos B C A & =\cos (B C A+B C O) " \\
\cos B C A & =\cos (A C O+B C O) .
\end{aligned}
\]

\section*{EDITORIALS.}

We shall be pleased to receive a catalogue from each of the schools 1 colleges where the Montrix is taken.

Charles De Medici, of New York City, writes, "Your magasine has cerily more merit than any other of the kind and ought to be well supported."

George W. Howe, Professor of Mathematics, State Normal School, urensburg, Mo., says, "The Montriy is a welcome visitor and I trust t you will continue it."

This number was delayed more than two weeks because of the failure of \(1 e\) proof reaching ite destination. We feel confident that the March number I be mailed by the last of the month, and that thereafter the Monthly will ear regularly.

Cooper D. Schmitt, Professor of Mathematics, University of Tennessee, mes, "I enclose my subscription for the current gear. I wish I had time to you how much I enjoy the Montriy and the good I get from it. It caused me to study along certain lines that I had never before entered upon, I feel that it does me an immense amount of good."

We are very thankful for the kind words that come from many of our conators respecting the Monthiy. That the work of getting out such a periodievery month is very arduous is not realized by afl. That some errors creep its pages is not surprising when every one thoroughly realizes the great k connected with the enterprise.

Profersor E. P. Thompson, of Miama University, Oxford, Ohio, writes, rend you with pleasure \(\mathbf{8 2 . 0 0}\) for The American Mathematical Monthly for 3. I get manyं a useful item, or point in discussion from it, and I hope you ' prosper in the good work of putting into print the thoughts of the present kers in our beloved science."

Professor Thompson promises to contribute a paper on the "Mechanics of Bicycle."

In The Advance in Education is an article, "A Class in Geometry noder Laboratory Plan," by Adelia R. Hornbrook, High School, Evansville, Ind. \(m\) this article we see that good practical use is made of the Montrily in the sroom. She says, "A group of boys, most of whom hope to go to the Polynic school, are working on a problem given them yesterday. They are much ressed with it, because it came out of the [American] Mathematical Monthly. y had never seen any mathematical publications except the text books, and Monthly, with its intricate diagrams, mysterious figures, and unfamiliar is was a revelation to them." There are thousands of teachers in our High

Schools that could most profitably follow the writer of the above article's plen. Not necessarily that the Monthly be used but that the teachers of mathemation carry the spirit of the great living subject into their classrooms. There is no better way to do this than for every teacher to take some good magaino especially devoted to his favorite study.

\section*{BOOKS AND PERIODICALS.}

Elements of the Differential and Integral Calculus with Examples and Practical Applications. By J. W. Nicholson, A. M., LL. D., President and Professor of Mathematics, Louisiana State University and Agricultaral and Mechanical College. 8vo. Cloth, 256 pp. New York and New Orleans: Oniversity Publishing Co.

We have long been expecting this unique work on the Calculus as Col. Nicholeon 4 prised us more than a year ago that he was preparing a work on the subject which be orpected would create a stir among mathematicians. In this, I think he will realise his erpectation, as his work is a great departure from the long beaten path of the traditional Calcalus. Nune of the metaphysical specalations of Newton, Leibinz, Carnot, D'Alembert, Berkeley, Duhamel, Cavalieri, Marquis de L'Hopital, etc., are met with, in reading this book. The idea is simply an extention of mathematical principles without aesuming race metaphysical propositions.

The chief distinctions of this treatise is that, (1) it is based on the conception of Proportional Variations, (2) the treatment of \(d x\) as a variable, (3) a rigorous deduction of simple tests of absolute convergency, without recourse to the remainder in Taylor's formela, (4) an extension of the ordinary rules for finding maxima and minima, (5) a chapter oa Independent Integration, (6) integration by independent coefficients, (7) the introdaction of turns in carve tracing, and (8) a new proof of Taylor's formula.

The treatment of \(d x\) as a varinble is the only rational way of viewing dx as a quantity at all. We do not think that Col. Nicholson has wandered too far from the usual mothod of treating the subject and we are sure the beginner in Calculus will hail the work with joy.

It is time for the Calculus to be treated on sound mathematical principles and not those of metaphygics. We very gladly recommend this new work to the favorable consideration of teachers and students desiring a good text book on the Calculus. B. F. F.

The Science Absolute of Space. Independent of the truth or falsity of Euclid's Axiom XI (which can never be proved a priori). By John Bolyai. Translated from the Latin by Dr. George Bruce Halsted, President of the Texas Achaemy of Science. Fourth edition. Vol. three of the Neomonic Series. Published at the Neomon, 2407 Guadalupe Street, Austin, Texas. Cloth, 71 pp. Price, \(\$ 1.00\).

Dr. Haleted has just got out the fourth edition of his translation of Bolyai's "Sceencu Absolute of Space." The work is enriched by many interesting particulars concerning the lives of the celebrated author of the Non-Enclidean Geometry, Bolyai Janos, and hin father, Bolyai Farkas. This little work is worth a careful reading at least once a year.
B. F. F.

Concrete Geometry for Beginners. By A. R. Hurnbrook, A. M., Teacher of athematics in High School, Evansville, Indiana. 12mo. Cloth, 201 pp. rice, 75 cents. New York and Chicago: American Book Co.

This book is designed as an Introdactory Course to the Study of Demonstrative Genotry. The anthor is a very thorough and efficient teacher of mathematics, and intensely interested in the subject. The book is carefully and skillfally written, and can t be too highly recommended for the place it is designed to occupy. Were all stadents refally instructed by the Laboratory Method, in Concrete Geometry, better results would sobtained while atudying Demonatrative Geometry. B. F. F.

The Review of Reviews. An International Illustrated Monthly Magasine. 'dited by Dr. Albert Shaw. Price, \(\mathbf{\$ 2 . 5 0}\) per year. Single number, 25 cents. he Review of Reviews Co., New York City.

During these months of extraordinary unrest in foreign politics, the Review of Reviews wotes its attention in large measure to international affairs. Its editorial department icusees matters in South Africa, the attitude of the great European powers, and the most cent phases of the movement among the nations for the arbitration of disbutes; the larch number also contains a most timely article on "The Government of France and Its ceant Changes," by Baron Pierre de Coubertiu; "A Review of Canadian Affairs," by J. '. Ruseall, and a character sketch of "Cecil Rhodes, of Africa," by W. T. Stead. It can urdly be said that the Review of Reviews is narrowly provincial in its outlook on men and reate 1

The Cosmopolitan. An International Illustrated Monthly Magazine. Eded by John Brisben Walker. Price, \(\mathbf{\$ 1 . 0 0}\) per year. Single number, 10 cents. rington-on-the-Hudson, New York.

The price of this magnificent magaxine has been so reduced as to make it possible for arafthe of the homes of \(\Delta\) merica to enjoy its choice reading. The March number is rebete with the best literature of the present time.
see our clab rate in December namber and then give us your order for the Revievo of. rieces and the Cosmopolitan.
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\section*{EW AHD OLD PROOFS OF THE PYTHAGOREAN THEORHI.}



It is proposed in these papera to give a more or less completelist of proofs, \(h\) new and old, of this celebrated and practical theorem. An attempt is made slastification besed uponimmediate principles used in the proof. Due oredit 1 be given in all known casea. A historical note will be appended to the comted list.

\section*{theorey.}

The aquars dencribed upon the hypotenves of a right triangle ie equivalont to sum of the squares described upon the other taro sides.
racola.
I. Regulitig from Lingar Relatione of Similar Right Tmangles.

Let \(A B C\) be a \(\triangle\) right-angled at \(C\). Draw ' perpendicular to AB. There are thus three sim: right triangles.

Letting \(A C=b, B C=a, A B=c, C D=x, A D=y\), \(=c-y\), we obtain the following proportions, with ir remulting equationa :


Fig. 1.





(6). \(x: c-y:: b: a . \quad \therefore a x=b(c-y) \ldots \ldots \ldots . . . . . . . . . . . .\).
(7). \(c-y: a: a: c . \quad \therefore c(c-y)=a^{2}\)
(8). \(c-y: a:: x: b . \quad \therefore a x=b(c-y)\)
(9). \(a: c: x: b\). \(\therefore \alpha=a b .\).

From the nine different proportions, there are derived but six diff equations, equation 2 being derived from proportion (2) or (5), 8 from (3) or and 5 from (6) or (8).

It ie evident that from no single equation can we determine the rel between \(a, b\), and \(c\), the sides of the given right \(\Delta\).

It is also evident that there is but one set of twos which will give the tion desired, vis., equations 1 and 6 . If we add these, member by memben get directly \(c^{8}=a^{4}+b^{2}\). Giving to this form the usual geometrical interp tion, we thus have one proof of the theorem. This, though in a different it is one of the methods usaslly found in the books. It is credited to Legendr

We now proceed to find combinations of threes, which will give the re ed relation. There are \(\frac{65.4}{\mid 3}=20\) seta of three equations out of the six. B these, foux must be rejected, since they contain 1 and 6 , which two alone \(f\) the theorem, as already shown; also the following three sets, since in ead the equations are dependent: \(1,2,3 ; 2,4,5 ; 8,5,6\). There are, then, lef following thirteen aets, from each of which, if we eliminate \(x\) and \(y\) get \(c^{8}=a^{4}+b^{2}: 1,2,4 ; 1,2,5 ; 1,3,4 ; 1,8,5 ; 1,4,5 ; 2,3,4 ; 2,8,5 ; 2\), \(2,4,6 ; 2,5,6 ; 3,4,5 ; 3,4,6 ; 4,5,6\).

Of these thirteen sets, there are six that contain one equation derived from either of two proportions; six sets containing two each such i tions; and one containing three. Therefore, including the proof already g there are \(1+6 \times 2+6 \times 2^{3}+2^{2}=45\) proofs, by this method.
II. Let \(A B C\) be a \(\triangle\) right-angled at \(C\). Draw a line perpendicul
\(A B\) from \(A\), meeting \(B C\) produced, as at \(D\).

Letting \(A C=b, \quad B C=a, \quad A B=c, \quad A D=x\), \(D C=y, B D=y+a\), and proceeding \(a s\) in the preceding case, we find that this method also yields 45 different proofs. The details are left to be carried out by the reader.


Fig. 2.
III. Lat \(A B C\) be a \(\triangle\) right-angled at \(C\). Draw \(D E\) perpendi to \(A B\) so that \(D E=D C\). Then will \(B E=B C . \triangle A D E\) is aimilar to \(\triangle A B C\).

Letting \(A C=b, \quad B C=a, A B=c, A E=c=a\), \(D E=D C=x, A D=b-x\), we have :


Fig. 8.
(1). \(c-a: b:: x: a . \quad \therefore x=\frac{a c-a^{t}}{b} \ldots \ldots \ldots \ldots . . \ldots . . . . . . .\).
(8). \(c-a: b:: b-x: c . \quad \therefore x=\frac{b^{b}-c^{4}+a c}{b} \ldots \ldots \ldots \ldots \ldots \ldots .\).
(8). \(x: a:: b-x: c . \quad \therefore x=\frac{a b}{a+c} \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . . . .\).

From the three equations, it is evident that we may obtain three proofs by this method.
IV. Let \(A B C\) be a \(\triangle\) right-angled at \(C\). Fixtend \(A B\) to \(D\) making \(B D=B C\). Draw a line perpendicular to \(A D\) at \(D\), meoting \(A C\) produced as at \(E\). Then will \(C E=D E\), and \(\triangle A B D\) will be aimilar to \(\triangle A B C\).

Letting \(A C=b, \quad B C=a, A B=c, \quad A D=c+a\), \(D B=x, A R=x+b\), and proceeding as in the last case, we obtain three mote proofs, making in all, than far, \({ }^{5}\) peroofs.


In our next paper, we shall give a method whose reenlte reach into the thousanda.
[To be Oontlumed.]

\section*{HOE-FUCLDFAN GFOTRTRY: HISTOBICAL AND EXPOBKXORX.}

\footnotetext{


[Comtinued from Fobratiry Namber.]
}
-Ppoparrion XXIII. If any two atraighte \(A X, B X\) (Fig. 27.) exiot in the man plane, either they have (ooen in the hypothesia of acute angle) a common perpmelioular, or prolonged toward either the same part, uniess sometime at a fnits cremence one wrikes upon the other, they mutually approach ever more toward each

Proof. From any point \(A\) of \(A X\) is let fall to the atraight \(B X\) the perpenA․ If \(B A\) makes with \(A X\) a right angle, we have the asserted case common perpendicular. But otherwiae this atraight makes toward one the other part, as suppose toward the parts of the point \(X\), an acute angle.

So in the aforesaid strajght \(A X\) between the pointa \(A\) and \(X\) any pointa \(D, F, I\) are designated, from which are let fall to the straight \(B X\) the perpendiculars \(D K, H K, L K\), If any one angle at the pointa \(D, H, L\) be acute toward the parte of the point \(A\), it follows (from the preceding) that \(\mathcal{A}, B X\) will have a common perpendicular.

But if every angie of this sort be greater than acate; either some one will be right, and thas again we will have the asserted case of the common perpendicular, since all angles at the points \(K\) are eupposed right; or all those angles toward the parts of the point \(A\) are obtuse, and therefore all there-


Fig. 27. with acote toward the parts of the point \(X\), and so again I argue: Since if the quadriateral \(K D H K\) the angles at the points \(K\) are right, bat the angle a the point \(D\) is acute, the side \(D K\) will be (from Cor. II. after P. III.) greate than the side \(\boldsymbol{H K}\).

In a imilar way the aide \(H K\) is shown to be greater than the side \(L K\) and so always, comparing to each other perpendiculars from any ever highe pointe of \(A X\) let fall upon the other \(B X\). Wherefore \(A X, B X\) matually spproacd each other ever more toward the parts of the point \(\boldsymbol{X}\) : Which is the second par of the diejunct proposition.

From all which follows that any two straighta \(\boldsymbol{A} \boldsymbol{X}, \boldsymbol{B X}\), which exist in th same plane, either have (even in the hypothesis of acute angle) a common per pendicular, or produced toward either the same part, unless sometime at a finith distance one atrikes upon the other, matually approsch each other ever more.

Quod erat etc.
Corollary I. Hence the angles toward the base \(A B\) will be alway obtase at each point of \(A X\), from which is let fall a perpendicular to the straighl \(B X\) : will be, I say, alweys obtuse, as often as those two \(A X\) and \(B X\) mutually approach each other ever more toward the parts of the points \(X\); which index ought to be understood in a sane way, of course, of perpendiculare let fall bofors the aforesaid meeting, if perchance one should etrike upon the other at a finith distance.

Schouron. I see indeed that it may be bere inquired, in what way can b shown the existence of that common perpendicular, as often at any straigh PFHD (Fig. 28.) meeting two \(A X, B X\) in points \(F\), and \(H\). makes towan
the same parts two internal sngles \(A H F, B F H\), not themselves indeed right, but nevertheless together equal to two xights. But behold that common perpendicular geometrically demonstrated.

FH being. bisected in \(M\), perpendiculars \(M K, M L\) are let fall to \(A X\) and \(B X\). The angle MFL will be equal ( \(\mathrm{Eu} . \mathrm{I} .18\) ) to the angle \(M H K\), which indeed is supposed to make up two right


Fig. 28. angles with the angle BFFF. Moreover the anglea at the points \(K\) and \(L\) al
\(t\); and again \(M F, M H\) are equal. Therefore (Ku. I. 26) so are the angles \(\boldsymbol{L}, \boldsymbol{H M K}\) equal. Wherefore the angle \(H M K\) makes two right angles with the HIML, since with this the angle FML (En. I. 13) makes two right angles. se (Ek. I. 14) \(K M L\) will be one continuous straight line, consequently the perpendicular of the aforesaid straights \(A X, B X\). Quod erat etc.
[To be Continued.]

\section*{INTRODUCTION TO SUBSTITUTION GROUPS.}

\author{
By G. A. MILHER, Ph. D., Leipsig, Germany.
}
[Continued trom February Number.]

\section*{The Construction of the Primitive Groups.}

We have shown that all the intransitive and the non-primitive groups of a in degree, mas be made to depend upon groups of a lower degree. We shall 1 prove a similar property of the primitive groups.

It must however not be inferred that this will solve, in a satisfactory manthe problem of constructing all the groups of a given degree. The elemenmethods to which we have confined ourselves require a large number rials if the degree is large. Some briefer methods will be giver later even these will only tend to make the construction of all the groaps given degree practical for somewhas larger degrees.

It is not difficult to give general theorems which include all the groups of ven type, as, for instance, the theorem at the end of our discussion of the truction of the non-primitive groups ; but new types arise continually and no tentative method by means of which all the groups of any given degree may ound has yet been published.

We proceed to prove some theorems which apply to all transitive groups are especially useful in the construction of primitive groups. Unless the zary is stated the symbols \(G, g\), and \(n\) will respresent respectively the group - consideration, its order and its degree.

Let us consider the transitive group \(G\) which contains the letters His......., \(a_{n}\). The substitutions of \(G\) which do not contain \(a_{1}\) (i. e., those replace \(a\), by itself) may be represented by
\[
s_{1}, s_{2}, \ldots \ldots, s_{r}=G_{1} .
\]

As every group must contain the identical substitution if the number of its
letters is finite and this is the only kind we are considering now, the minimum value of \(r\) is unity.

Since \(G\) is transitive it must contain some substitation \(8_{r+1}\) which replaces \(a_{1}\) by \(a_{9}\). We desire to find all the substitutions of \(G\) which have this property. If \(\delta_{k}\) is such a substitution then will
\[
8_{k} 8_{r+1}^{-1}
\]
belong to the first line, since \(s_{k}\) replaces \(a_{1}\) by \(a_{8}\) and \(s_{r+1}^{-1}\) replaces \(a_{8}\) by \(a_{1} s_{8} s_{r+1}^{-1}\) must leave \(a_{1}\) unchanged. Hence we have the equations
\[
\begin{aligned}
& 8_{k} 8_{r+1}^{-1}=8_{a} \quad(\alpha=1,2, \ldots \ldots, r) \\
& s_{k}=s_{a} s_{r+1} .
\end{aligned}
\]

Since the condition expressed by the last equation is sufficient as well as necessary it follows that there are just \(r\) different substitutions in \(G\), which transform \(a_{1}\) into \(a_{3}\). Similarly there are exactly \(r\) substitutions in \(G\) which replece \(a_{1}\) by \(a_{3}\), etc. From this we see that the number of substitutions which replece \(a_{1}\) by itself is equal to the number of those which replace \(a\), by any other letter of \(G\). We have imposed no condition upon \(a_{1}\) which is not satisfied by each of the other letters so that the property which we have proved in regard to \(a\), bon longs to all the letters. That \(r\) has the same value fo: each of the letters follows from the following considerations:

If the substitutions of \(G\) which do not contain \(a_{a}\) are
then will
\[
\boldsymbol{s}_{1}^{\prime},, \varepsilon_{2}^{\mathbf{1}} \ldots \ldots \boldsymbol{s}_{r^{\prime}}^{\prime} \equiv G_{\boldsymbol{z}}
\]
\[
\begin{aligned}
& 8_{r+1} G_{2} 8_{+1}^{-1}=r^{1} \text { substitutions of } G \text { which do not contain } a_{1} \text { and } \\
& 8_{r+1}^{-1} G_{1} 8_{r+1}=r \text { substitutions of } G \text { which do not contain } a_{2} .
\end{aligned}
\]

From the first of these two equations we have \(r^{\prime} \overline{<} r\) and from the second \(r \overline{\overline{<}} r^{\prime}\), hence \(r^{\prime}=r\). Similar remarks clearly apply to all the letters of \(G\). We may embody the results at which we have arrived in the following

Theorem: The number of substitutions ( \(r\) ) of any transitive group ( \(\mathcal{G}\) ), which do not contain any given letter, is equal to the number of substitutions which replace a letter by any required other letter of the group.

Corollary I. \(g=n r\), i. e. the order of any transitive group is a multiple of its degree.

Corollary II. The average number of letters in all the substitutions of a transitive group of degree \(n\) is \(n-1\).*

\footnotetext{
*Bince every intranaltive group may be resolved into transitive constituent groups whose ecparate olements enter an equal number of the substitutions of the intransitive group, the general statement of this corollary is as follow: The average number of letters in all the substitutions of any groupp is \(n-a, n\) betian the degree of the group and a the number of tie tranditive constitwents.
}

The last corollary may be proved as follows: Since \(G\) contains only \(g \div n\) substitations that do not involve \(a_{a}\) it must contain \(g-g / n=\frac{n-1}{n} g\) that involve \(a_{4}\). Hence all the \(g\) substitutions of \(G\) contain \(n \times \frac{n-1}{n} g=(n-1) g\) letters.

From this corollary we may directly derive the following :
Corollary III. Every transitive group contains at least n-1 substitutions of the \(\boldsymbol{n}^{\boldsymbol{n}}\) degree.

Corollary IV. If the order of a transitive group exceeds its degree it must contain substitutions of a lower than the \(n^{\text {th }}\) degree and hencen conjugate subgroups \(G_{1}, G_{2}, \ldots \ldots, G_{n}\) whose degree is at most \(n-1\). These \(n\) subgroups need not all be distinct.

We may divide the primitive groups into two classes. (1) Those whose order is equal to their degree-the regular primitive groups-and (2) those whose order is \(b\) times their degree, where \(b\) is a positive integer larger than 1.

We proceed to consider the first one of these classes. Since the average number of letters in its substitutions is \(n-1\) it must contain \(n-1\) substitutions of the \(n^{n h}\) degree, i. e. all its substitutions except unity are of the \(n^{n h}\) degree.

If any one of these \(n-1\) substitutions consists of two or more cycles all of these cycles will be of the same order, i. e. they will all contain the same number of letters, otherwise some power of this substitution would at the same time differ from identity and not contain all the letters of the group.

We proceed to prove the following
Theorex: Whenever a regular group contains a substitution (s) which contains more than one cycle it is non-primitive.

Let \(s=a_{1} a_{2} \ldots \ldots a_{r}, b_{1} \ldots \ldots \ldots \ldots\) Some substitution of \(G\left(s_{1}\right)\) replaces \(a_{1}\) by \(b_{1}\). If we transform 8 with respect to \(s_{1}\) we have

If we assume that
\[
b_{a}=a_{\beta} \quad\left(\alpha, \beta_{\overline{<}} r\right)
\]
we have as a consequence that \(s_{1}\) replaces \(a_{a}\) by \(a_{\beta}\). This is also done by \(g^{\beta-a}\). Since only one substitution of \(G\) cari perform this operation we have as a second consequence of the given assumption
\[
s_{1}=8^{8-a} .
\]

The latter of these transforms the cycle \(a_{1} a_{2} \ldots \ldots a_{r}\) into itself and the former does not, the given assumption is therefore untenable and the cycle of \(b\) 's must be distinct from the cycle of \(a\) 's.

If these \(a\) 's and \(b\) 's do not include all the letters of \(G\) there must be some
substitution of \(G\left(s_{3}\right)\) which replaces \(a_{1}\) by some new letter \(c_{1}\). We now derive the substitution
\[
a_{2}^{-1} s_{8}=c_{1} c_{2} \ldots \ldots c_{2} \ldots \ldots
\]

We have already proved that these \(c\) 's are all different from the \(a\) 's. It remains to show that they do not include any \(b\).

From
\[
c_{\mathrm{a}}=b_{\mathrm{A}}
\]
it would follow that \(s_{z}\) replaced \(a_{a}\) by \(b_{\beta}\) and therefore that
\[
s_{8}=8^{8-a} s_{1} .
\]

This is impossible since the second member replaces the \(a\) 's by the \(b\) 's and the first replaces \(a_{1}\) by \(c_{1}\).

Continuing in this manner we must finally exhaust the letters of \(G\) and obtain the \(l\) distinct cycles
\[
a_{1} a_{2} \ldots \ldots a_{r}, b_{1} b_{2} \ldots \ldots b_{r}, \ldots \ldots, l_{1} l_{2} \ldots \ldots . l_{r}
\]
where \(l \boldsymbol{r}=\boldsymbol{n}\), the degree of \((\boldsymbol{r}\).
We proceed to prove that these cycles may be used as systems of nonprimitivity. This is, of course, included in the proof that the substitutions condposed of these cycles
\[
a_{1} a_{2} \ldots \ldots a_{r}, b_{1} b_{2} \ldots \ldots b_{r} \ldots \ldots l_{1} l_{2} \ldots \ldots l_{r} \equiv t
\]
is transformed into itself by all the substitutions of \(G\).
Let \(s_{a}\) represent any substitution of \(G\); we desire to prove that
\[
s_{a}^{-1} t \varepsilon_{a}=t .
\]

If \(\boldsymbol{s}_{\boldsymbol{a}}\) replaces \(c_{\boldsymbol{\gamma}}\) by \(b_{\boldsymbol{\beta}}\) we have
\[
s_{a}=x_{2}^{-1} g_{8}-\gamma_{B_{1}} .
\]

The second member replaces \(c_{\gamma+\rho}\) by \(b_{\beta+\rho}\) where \(\rho\) satisfies the congruence
\[
\gamma+\rho, \beta+\rho \equiv \delta(\bmod r),(\delta=1,2, \ldots \ldots r) .
\]

Hence \(s_{a}\) must replace the \(c\) 's in order by the \(b\) 's in order. Since similar remarks apply to all the cycles it follows that \(s_{a}\) which is any substitution of \(G\) transforms \(t\) into itself and our theorem is proved.

By starting with the different cycles of \(G\) which contain the same letter we obtain different systems of non-primitivity for the same group.*

\footnotetext{
Of. Jordan, Tralte des Eubatitutions, 875; and Netto, Theory of Bubstitutions (Amerionn Pdition), ses.
}

From the last theorem we see that a regular group cannot be primitive unless it is generated by a single cycle involving a prime number of letters. Since such a group must be primitive we have the following

Theorme : The regular primitive groups and the prime numbers have a 1,1 correspondence; i. e. for each prime number there is one regular primitive group and for each regular primitive group there is one prime number.

\section*{[T0 be Continued.]}

\section*{THE CENTROID OF ARMAS AND VOLUMES.}
 Artanmericeras.

\section*{[Continued trom February Number.]}
II. Volumes. Let the density vary as \(x^{h-1} y^{k-1} h^{d-1}\). Then
\[
\begin{aligned}
& \bar{x}=\frac{\iiint x^{h} y^{k}-1_{z} k^{-1} d x d y d z}{\iiint x^{n-1} y^{k-1} z^{k-1} d x d y d z}, \bar{y}=\frac{\iiint x^{h-1} y^{k} z^{k}-1}{} d x d y d z . \\
& z=\frac{\iiint x^{n-1} y^{k-1} z^{l} d x d y d z}{\iiint x^{\wedge-1} y^{k}-1 z^{l-1} d x d y d z} .
\end{aligned}
\]
\begin{tabular}{ll}
\(\frac{a^{n+1}+b^{k} c^{d}}{(2 m+1)(2 n+1)(2 p+1)}\) & \(\Gamma\left\{\frac{\left.\left.\left.\Gamma \frac{h+1}{2}(2 m+1)\right\} \Gamma\left\{\frac{k}{2}(2 n+1)\right\} \Gamma\left\{\frac{l}{2}\right) 2 p+1\right)\right\}}{a^{n} b^{k} c^{l}}\right.\) \\
\(\frac{\Gamma\left\{\frac{h}{2}(2 m+1)\right\} \Gamma\left\{\frac{k}{2}(2 n=1)\right\} \Gamma\left\{\frac{l}{2}(2 p+1)\right\}}{8}\) & \(\Gamma\left\{\frac{h}{3}(2 m+1)+\frac{k}{2}(2 n+1)+\frac{l}{2}(2 p+1)+1\right\}\)
\end{tabular}
\[
\begin{align*}
\therefore \bar{x} & =\frac{\Gamma\left(h m+m+\frac{h+1}{2}\right) \Gamma\left(h m+k n+l p+\frac{h+k+l}{2}+1\right)}{\Gamma\left(h m+\frac{h}{2}\right) \Gamma\left(h m+k n+l p+m+\frac{h+k+l+1}{2}+1\right)} a  \tag{C}\\
& \bar{y}=\frac{\Gamma\left(k n+n+\frac{k+1}{2}\right) \Gamma\left(h m+k n+l p+\frac{h+k+l}{2}+1\right)}{\Gamma\left(k n+\frac{k}{2}\right) \Gamma\left(h m+k n+l p+n+\frac{h+k+l+1}{2}+1\right)} b . \\
& \bar{z}=\frac{\Gamma\left(l p+p+\frac{l+1}{2}\right) \Gamma\left(h m+k n+l p+\frac{h+k+l}{2}+1\right)}{\Gamma\left(l p+\frac{l}{2}\right) \Gamma\left(h m+k n+l p+p+\frac{h+k+l+1}{2}+1\right)} c . . \tag{D}
\end{align*}
\]

This gives the centroid of the eighth part of the volume whatever may be the values of \(h, k, l, m, n, p\).

Let \(m=n=p\), and also let the density vary as \(x y z\) so that \(h=k=\boldsymbol{l}=\mathbf{2}\).
\[
\therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma\left(3 m+\frac{1}{8}\right) \Gamma(6 m+4)}{\Gamma(2 m+1) \Gamma\left(7 m+\frac{p}{y}\right)} .
\]

Let \(m=0, \therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma\left(\frac{y}{3}\right) I^{\prime}(4)}{\Gamma(1) I^{\prime}(\xi)}=\frac{16}{35}\), for \(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}+\left(\frac{z}{c}\right)^{2}=1\).
Let \(m=1, \therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma\left(\frac{f}{b}\right) I^{\prime}(10)}{\Gamma(3) I^{(6)}\left(\frac{3}{3}\right)}=\frac{2^{13}}{11.13 .17 .19}\),
\[
\text { for }\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{z}+\left(\frac{z}{c}\right)^{\frac{1}{2}}=1
\]

Let \(m=\frac{1}{2}, \therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma(6) \Gamma(13)}{\Gamma(4) \Gamma(15)}=\frac{10}{91}\),
\[
\text { for }\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}+\left(\frac{z}{c}\right)^{\frac{1}{2}}=1,
\]
the centroid of the volume bounded by the positive portion of the co-ordinate planes.

Let \(m=n=p\), and let the density be the same throughout the solid so that, \(h=k=l=1\)
\[
\therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma(2 m+1) \Gamma(3 m+\xi)}{I\left(m+\frac{1}{b}\right) I(4 m+3)} .
\]
\[
n=0, \therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma(1) I\left(\frac{1}{1}\right)}{\Gamma\left(\frac{y}{2}\right) I(3)}=\frac{3}{8}, \text { for }\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}+\left(\frac{z}{c}\right)^{2}=1 .
\]
\[
n=1, \therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma(3) I\left(\frac{y}{y}\right)}{\Gamma\left(\frac{1}{y}\right) I(7)}=\frac{21}{128}, \text { for }\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}+\left(\frac{z}{c}\right)^{\frac{z}{2}}=1 .
\]
\[
n=\frac{z}{z}, \therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma(4) \Gamma(7)}{\Gamma(2) I^{\prime}(9)}=\frac{3}{28}, \text { for }\left(\frac{x}{a}\right)^{\frac{y}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{y}}+\left(\frac{z}{c}\right)^{\frac{1}{2}}=1 .
\]

Let \(m=n=p\), and let the density vary as \(x y\), so that \(h=k=2, l=1\),
\[
\therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\Gamma(3 m+\xi) I\left(5 m+\frac{y}{y}\right)}{\Gamma(2 m+1) I(6 m+4)}, \frac{\bar{z}}{c}=\frac{\Gamma(2 m+1) \Gamma\left(5 m+\frac{1}{y}\right)}{\Gamma\left(m+\frac{1}{2}\right) I(6 m+4)} .
\]

Let \(m=0, \therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\Gamma\left(\frac{1}{y}\right) I^{\prime}\left(\frac{1}{2}\right)}{\Gamma(1) \Gamma(4)}=\frac{5 \pi}{32}\),
\[
\frac{\bar{z}}{c}=\frac{I(1) I\left(\frac{7}{3}\right)}{I(z) I(4)}=\frac{5}{16}, \text { for }\left(\frac{x}{a}\right)^{2}+\left(-\frac{y}{b}\right)^{2}+\left(\frac{z}{c}\right)^{2}=1 .
\]

Let \(m=1, \therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\Gamma\left(\frac{\xi}{2}\right) I\left(1_{8}^{3}\right)}{I(3) I(10)}=\frac{5 \cdot 7.11 .13 .15 \pi}{2^{20}}\),
\[
\frac{\bar{z}}{c}=\frac{\Gamma(3) \Gamma\left(y^{2}\right)}{\Gamma\left(\frac{1}{3}\right) \Gamma(10)}=\frac{5.11 .13}{2^{18}}, \text { for }\left(\frac{x}{a}\right)^{\frac{z}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}+\left(\frac{z}{c}\right)^{\frac{1}{2}}=1 .
\]

Let \(m=1,-\therefore \frac{\bar{x}}{a}=\frac{\bar{y}}{b}=\frac{\Gamma(6) \Gamma(11)}{\Gamma(4)!(13)}=\frac{5}{33}\),
\[
\frac{\bar{z}}{c}=\frac{\Gamma(4) \Gamma(11)}{\Gamma(2) I(13)}=\frac{1}{22}, \text { for }\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}+\left(\frac{z}{c}\right)^{\frac{1}{2}}=1 .
\]

Let \(m=n=p\), and let the density vary as \(x\) so that \(h=2, k=l=1\).
\[
\therefore \frac{\bar{x}}{a}=\frac{\Gamma(3 m+j) \Gamma(4 m+3)}{\Gamma(2 m+1) \Gamma\left(5 m+\frac{\bar{y}}{}\right)}, \quad \frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma(2 m+1) \Gamma(4 m+3)}{\Gamma\left(m+\frac{1}{b}\right) \Gamma\left(5 m+\frac{1}{b}\right)} .
\]

Let \(m=0\), then for \(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}+\left(\frac{z}{c}\right)^{2}=1\)
\[
\frac{\bar{x}}{a}=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(3)}{\Gamma(1) \Gamma\left(\frac{1}{2}\right)}=\frac{8}{15}, \frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma(1) \Gamma(3)}{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}=\frac{16}{15 \pi} .
\]

Let \(m=1\), then for \(\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{z}{z}}+\left(\frac{z}{c}\right)^{\frac{z}{2}}=1\)
\[
\frac{\bar{x}}{a}=\frac{\Gamma\left(\frac{y}{y}\right) \Gamma(7)}{\Gamma(3)!\left(\frac{1}{2}\right)}=\frac{2^{2}}{3.11 .13}, \frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{\Gamma(3) I(7)}{I\left(\frac{1}{2}\right)!\left({ }^{\prime} \mathbf{y}^{2}\right)}=\frac{2^{14}}{5.7 .9 .11 .13 x} .
\]

Let \(m=\frac{z}{b}\), then for \(\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{2}{2}}+\left(\frac{z}{c}\right)^{\frac{2}{2}}=1\)
\[
\frac{\bar{x}}{a}=\frac{\Gamma(6) \Gamma(9)}{1(4) l(11)}=\frac{2}{9}, \frac{\bar{y}}{b}=\frac{\bar{z}}{c}=\frac{. \Gamma(4) \Gamma(9)}{\Gamma(2) I(11)}=\frac{1}{15} .
\]

Thus we could multiply examples almost without number.
If \(a=b\) we get another series of areas.
If \(a=b=c\) we get another series of solids.
If \(b=c\) or \(a=c\) we get still another series of solids.
But formulæ ( \(A\) ), (B), (C), (D), (E) apply to them all.
One more example and we will proceed to the discussion of surfaces.
the density vary as \(x^{3} y^{2} z\), and let the equation to the surface be
\[
\left(\frac{x}{a}\right)^{\frac{z}{2}}+\left(\frac{y}{b}\right)^{\frac{z}{2}}+\left(\frac{z}{c}\right)^{\frac{z}{4}}=1
\]
so that \(h=4, k=3, l=2, m=1, n=2, p=3\)
\[
\begin{aligned}
& \therefore \bar{x}=\frac{\Gamma(\mathcal{Y}) \Gamma\left(\mathcal{Y}^{3}\right)}{I(6)!(23)} a=\frac{5 \cdot 7.9 .11 \cdot 13 \cdot 23.29 .31 .37 .39 .41 \pi a}{2^{60}} .
\end{aligned}
\]
\[
\begin{aligned}
& \bar{z}=\frac{\Gamma\left(y^{\prime}\right) \Gamma\left(y^{2}\right)}{\Gamma(7) l(25)} c=\frac{5 \cdot 7 \cdot 9 \cdot 11 \cdot 13 \cdot 13 \cdot 17.19 .29 .31 \cdot 37.41 \pi c}{2^{61}} .
\end{aligned}
\]

The prodigious amount of work to accomplish this by the ordinary \(m\) od would be impossible.

\section*{THE ANGLE-8UT ACCORDIIG TO PLAYFAIR.}

\author{

}

In Plagfair's Erelid, pages 295 and 296, there is given a short method for ng the angle-sum of a rectilineal triangle.

As the soundness of this method has been called in question by the Hypers theoriets, it is incumbent upon teschers of geometry to examine both the nod itself and the criticisms to which it has been subjected.

John Playfair in treating of the angle-sum eayb-"It is of importance in aining the Flements of Science, to connect traths by the shortest chain poos1 ; and till that is done, we can never consider them an being placed in their sal order.

The ressoning in the first of the following propositions is so simple, that oms hardly susceptible of abbreviation, and it has the advantage of connectsomediately two truths so much alike, that one might conclude, even from bare enunciations, that they are bat different cases of the same general theo, vis., That all the angles about a point, and all the exterior angles of any lineal figure, are constantly of the same magritude, and equal to four right es.

\section*{definition.}

If, while one extremity of a straight line remains fixed at \(\mathbf{A}\), the line itself \(s\) about that point from the position \(A B\) to the tion \(A C\), it is said to describe the angle \(B A C\) coned by the lines \(A B\) and \(A C\).

Corollary. If a line turn abont a point from position \(A C\) till it come into the position \(A C\) again, it describes angles which together equal to four right angles. This is evident from the second corollary he fifteenth, 1.

> PBOPOAITION I.

All the exterior angles of any rectilineal figure are together equal to four \(t\) angles.
1. Let the rectilineal figare be the triangle \(A B C\), of which the exterior en are \(D C A, F A B, G B C\); these angles are together It to four right angles.

Let the line CD, placed in the direction \(B C\) produced, about the point \(C\) till it coincide with \(C E\), , part of the \(C A\), and have deacribed the exterior angle \(D C E\) or l.

Let it then be carried along the line \(C A\), till it be in
 position \(A F\), that is, in the direction of \(C A\) produced, the point \(A\) remaining fixed, let it turn about \(A\) till it describe the angle 3 , and coincide with a part of the line \(A B\).

Let it next be carried along \(A B\) until it come into the position \(B C\) by turning about \(B\), let it describe the angle \(G B C\) so as to coincide with a F \(B C\).

Lastly, let it be carried along \(B C\) till it coincide with \(C D\) its first pos
Then, because the.line \(C D\) has turned about one of its extremities has come into the position \(C D\) again, it has by the curollary to the above \(d\) tion described angles which are together equal to four right angles ; but the les which it has described are the three exterior angles of the tri \(A B C\), therefore the exterior angles of the triangle \(A B C\) are equal to four angles.
2. If the rectilineal figure have any number of sides, the propositi demonstrated just as in the case of a triangle. Therefore all the exterior a of any rectilineal figure are together equal to four right angles.

Corollary 1. Hence, all the interior angles of any triangle are equal t right angles. For all the angles of the triangle, both exterior and interio: equal to six right angles, and the exterior being equal to four right angles interior are equal to two right angles."

In this demonstration of the angle sum Playfair evidently regard method employed by him as legitimate, simple, direct and brief.

The Riemannian division of the Hyper-Space theorists assumes a plane is the surface of an immense sphere, and that straight lines are c that come back to their starting points, and, hence, raises the objection tha lines can not be slid along and then rotated as Playfair's demonstration req

This objection of the Riemannian School obviously rests on the false b that a plane is a spherical surface and that straight lines are curves. The dation being insecure, that which is built thereon can not stand. The obj obliterates the distinction between spherical geometry and plane geometry.

If it be true that a plane is perfectly flat and that straight lines are \(d\) of curvature, the objection that we are considering is seen to have no force.

The Riemannian theorists tell us that for ought they know straight may be curves. They begin by doubting the truth of Euclid's second posta: "That a terminated straight line may be produced to any length in a straight -and his Proposition XXXII, Book I. They are believers, also, as us doubters. They believe that the angle-sum of a rectilineal triangle is \(\mathbf{g}\) than two right angles. They believe that if a straight line be extended i ultimately return to the starting point.

The Euclidean geometers doubt these articles of Riemannian faith, ar lieve that the angle-sum of a rectilineal triangle is equal to two right angles that the longer a straight line is the further apart are its ends.

The Riemannians doubt what the Euclideans believe and believe wh Euclideans doubt. Those who undertake to teach both of these doctrines contradict each other have failed to reckon with the logical laws of non-cont tion and excluded middle. We notice further that the Riemannian objecti Playfair's demonstration is in conflict with Proposition I of Lobatschen

Theory of Parallels. Says the Russian Pangeometer-"A straight line fits upon itself in all its positions. By this I mean that during the revolution of the surface containing it the straight line does not change its place, if it goes through two unmoving points in the surface: (i. e., if we turn the surface containing it about two points of the line, the line does not move)." These statements can not be made of any arc of any circle, and, hence, can not be made of Riemannian atraight lines that are assumed to have constant positive curvature. What Lobatschewsky says respecting the straight line in his theorem I is inconsistent, of course, with his doctrine that the angle-sum is less than two right angles. But we are not quoting Lobatschewsky now to show that his theory is inconsistent with itself, but with that of Riemann.

Another objection to Playfair's demonstration is that a triangle drawn on a blackboard is not bounded by lines perfectly straight, since the surface of the board is aneven.

This objection does not hold against the triangle whose vertices are the three points \(A, B\), and \(C\) in space and whose sides are destitute of curvature.

The geometer, whether he proceeds analytically or synthetically, naturally regards space as extending beyond himself on all sides without bounds, and between any two points \(A\) and \(B\) located therein he can draw an absolutely straight line with his mind, although he may be unable to do so with his hand. Some metaphysicians doubt these facts. What is it that they have not doubted? The fanction of a metaphysician, however, is to explain facts, not to doubt or discredit them.

Three points \(A, B\), and \(C\) not in the same straight line may be located in trinally extended objective space and connected by the straight lines \(A B\), \(A C\), and \(B C\). Hence, a rectilineal triangle in objective space is possible. When we say rectilineal triangle we do not mean a bogus triangle with wrinkled sides, but a genaine triangle with straight sides. When we say straight sides we do not mean wrinkled sides. The rectilineal triangle \(A B C\) of the geometer is perfect. His ability to cognize such a triangle is shown in the fact that he does cognize it. This fact, too, has been doubted. What a wonderful endowment that most be that enables man to people space with faultlessly perfect forms! This lofty power of intelligence in man, nay even his own doubt respecting it, differentiates him from the lower animals.

\section*{DIOPHANTINE ANALYSIS.}

Conductad by J. M. COMAW, Monterey, Va. All contributions to this dopartmont shoald be suat to Man.

\section*{sOLUTIONS OF PROBLEIRS.}
84. Proposed by I. I. YOUIG, Weat Sunbury, Ponnsyivania.

Prove (1) that \(\frac{n(n+1)(2 n+1)}{6}\) is a whole number for all values of \(n\); an (2) prove that \(\frac{n(n-1)(n+1}{24}\) is a whole number when \(n\) is odd.
 ville, Toancecce.
(1). \(1^{2}+2^{2}+3^{2}+4^{2}+\ldots \ldots \ldots+n^{2}=\frac{n(n+1)(2 n+1)}{6}=2\) whole numb for all integral values of \(n\).
(2). Let \(n=2 m+1=\) an odd number for all integral values of \(m\).
\[
\therefore \frac{(n-1) n(\dot{n}+1)}{24}=\frac{m(i n+1)(2 m+1)}{6}=\text { same as (1). }
\]

As \(n\) and \(n+1\) are consecutive numbers, one of them must be even and divisible by two. But \(n\) must be of the form of \(3 p, 3 p+1\), or \(3 p+2\). If of \(t\) form of \(3 p\), it is divisible by three; if of the form \(3 p+2\), then \(n+1\) or \(3 p+3\) divisible by three; if of the furm \(3 p+1\), then \((2 n+1)\) becomes \(6 \mu+3\), and is । visible by three. Hence \(n(n+1)(2 n+1)\) is divisible by twice three, or six, wh ever the value of \(n\) is.
2. ( \(n-1) n(n+1)\) of which the middle one is odd. One of every thi consecutive numbers is always divisible by three : one of two consecutive a numbers is always divisible by four and the other by two. Hence ( \(n-1\) ) \(n(n+\) when \(n\) is odd, is always divisible by \(2 \times 3 \times 4\) or 24 .

\footnotetext{
Also solved by O. W. ANTHONY, M. A. GRUBER, EDGAR KRSNER, E. W. MORRELL, SCHEPFER, E. L. SHERWOOD, B. F. YANNEY, and G. B. M. ZERR.
85. Proposed by G. B. M. ZERR, A. M., Ph. D., Professor of Mathematics and Applied Science in Tr kena College, Texarkana, Arkansas-Texas.
}

Decompose into the sum of two squares the number \(13^{2} .61^{3}\).
I. Solation by E. L. 8HBRW00D, A. M., Professor of Mathematics in Miscissippi Mormal Oollege, EL ton. Mises, and E. W. MORRELL, Department of Mathematios in Montpolier Seminary, Montpelier, Vermoat
\[
13^{8} \cdot 61^{8}=13^{8} \cdot 61^{9} .61=13^{2} .61^{2}\left(5^{2}+6^{4}\right)=13^{2} \cdot 61^{2} \cdot 5^{2}+13^{8} \cdot 61^{2} \cdot 6^{2}
\]
II. Solution by M. A. GRUBER, A. M., War Department, Washington, D. C.

Put \(13^{2} .61^{2}=\left(p^{2}+q^{2}\right)^{2}\left(m^{2}+n^{2}\right)^{3}\), in which \(p=3, q=2, n=6, n=5\). decomposing into the sum of two squares, we find
\[
\begin{gathered}
\left(p^{2}+q^{2}\right)^{2}\left(m^{2}+n^{2}\right)^{2}=\left[m\left(p^{2}+q^{2}\right)\left(m^{2}-3 n^{2}\right)\right]^{2}+\left[n\left(p^{2}+q^{2}\right)\left(3 m^{2}-n^{2}\right)\right]^{2}= \\
{\left[m\left(m^{2}+n^{2}\right)\left(p^{2}+q^{2}\right)\right]^{2}+\left[n\left(m^{2}+n^{2}\right)\left(p^{2}+q^{2}\right)\right]^{2}=} \\
{\left[m\left(p^{2}-q^{2}\right)\left(m^{2}-3 n^{2}\right) \pm 2 n p q\left(3 m^{2}-n^{2}\right)\right]^{2}+} \\
{\left[n\left(p^{2}-q^{2}\right)\left(3 m^{2}-n^{2}\right) \mp 2 m p q\left(m^{2}-3 n^{2}\right)\right]^{2}=} \\
{\left[m\left(m^{2}+n^{2}\right)\left(p^{2}-q^{2}\right) \pm 2 n p q\left(m^{2}+n^{2}\right)\right]^{2}+\left[n\left(m n^{2}+n^{2}\right)\left(p^{2}-q^{2}\right) \mp 2 m p q\left(m^{2}+n^{2}\right)\right]^{2},} \\
\text { mating six sets of the sum of two squares. } \\
\text { Substituting the respective values of } p, q, m, \text { and } n, \text { we have } \\
13^{2} .61^{3}=3042^{2}+5895^{2}=4758^{2}+8965^{2}=3810^{2}+4883^{2} \\
=6150^{2}+733^{2}=5490^{2}+2867^{2}=1830^{2}+5917^{2} .
\end{gathered}
\]

Bolved with theee aix sete of values by A. H. BELL, and with the five cote last tn order by the PROPOARE. Also solved by J. H. DRUYMOND, C. D. BCEMITY, and B. P. YANNEY.
20. Propoed by M. A. GRUSIR, A. M., War Dopartamat, Welingiton, D. C.

Find the first six integral values of \(n\) in \(\frac{n(n+1)}{2}=0\).
 mour al Mathmetice in Mow Windeor Oolloge, How Windeor, Maryland.

We have \(n^{2}+n=2 y^{2}\). Putting \(n=\frac{t-1}{2}\), we obtain \(t^{2}-8 y^{2}=1\). Since \(t=3, y=1\), satisfy this equation, we have \(t=\frac{1}{s}\left[(3+2 \sqrt{ })^{m}+(3-2 \sqrt{2})^{m}\right]\), where for \(m\) successive integral numbers must be chosen. The required values of \(n\) we then obtain from the relation \(n=\frac{t-1}{2}\).

For \(m=1,2,8,4,5,6\), in succession, we find in order the corresponding raluee of \(t=3,17,99,577,3363,19601\), and \(n=1,8,49,288,1681,9800\).
II. Solution by A. H. BELL, Elillaboro, misois.

Let \(\frac{n(n+1)}{2}=\square=y^{2}\) say; then clearing of fractions; multiplying by 4, and udding 1 to both members, etc., \((2 n+1)^{2}=8 y^{2}+1=\square=x^{8}\) say.
\(\therefore n=\frac{x-1}{2}\). Again \(x^{2}-8 y^{2}=1\). The 1st convergent for the \(\sqrt{2}=\frac{8}{1}=\frac{x}{x}\) or. se solution of this celebrated equation and the value of \(x\) and \(y\) can be found, on age 58, Vol. I. of Monthly.

The general value for \(x\) is \(x_{n+1}=2 x_{1} \times x_{n}-x_{n-1}\), hence \(x_{0}=1, x_{1}=3\), \(=6 \times 3-1=17, x_{3}=6 \times 17-3=99, x_{4}=6 \times 99-17=577, x_{5}=6 \times 577-99=3363\), id \(x_{6}=19601\), etc.
\(\therefore\) The required values of \(n=1,8,49,288,1681,9800\), etc.
1II. Solution by the PROPOSTR.
When \(\frac{n(n+1)}{2}=\square\), one of the factors, \(n\) and \(n-1\), is a square and the
other two times a square. Being known one of the values of \(n\) in \(\frac{n(n+1)}{2}=0\), the value next succeeding as well as the value just preceding can be found by 1 following formula which I deduced by inspection :
\[
\frac{n(n+1)}{2}=\left(2 n_{1}+1 \pm 3 \sqrt{\frac{n_{1}\left(n_{1}+1\right)}{2}}\right)^{2}
\]
in which \(n_{1}\) is a known value of \(n\). By inspection we find that when \(n=\) \(\frac{n(n+1)}{2}=0=1^{2}\). Now put \(n_{1}=1\), and substituting in the formula, we obt \(\frac{n(n+1)}{2}=6^{2}\) or \(0^{2}, 6^{2}\) being the \(\square\) next succeeding and \(0^{2}\) the square just \(p\) ceding \(1^{2}\). From \(\frac{n(n+1)}{2}=6^{2}\), we obtain \(n=8\left(=2 \times 2^{8}\right)\), or \(-9\left(=-3^{2}\right)\), \(n+1=9\left(=3^{2}\right)\) or \(-8\left(=-2 \times 2^{2}\right)\). Now put \(n_{1}=8\), and substituting in the for ula, we get \(\frac{n(n+1)}{2}=(35)^{2}\) or \((-1)^{2}\), the positive value being the next succe ing square and the negative value the one just preceding, the latter being square with which we started. From \(\frac{n(n+1)}{2}=35^{2}\), we find \(n=49\) or \(-50,1\) \(n+1=50\) or -49 . By continuing this process, we find the first six positive tegral values of \(n\) in \(\frac{n(n+1)}{2}=0\), to be \(1,8,49,288,1681\), and 9800 .
IV. Solution by BEMJ. F. YAMEET, A. M., Profeasor of Mathematios, Mount Union College, Alliagen Let \(n=p^{2}\) or \(p^{2}-1\), since it must be a perfect power, or a perfect por less 1. Then \(\frac{n(n+1)}{2}=\frac{p^{2}\left(p^{2} \pm 1\right)}{2}=a^{2}\); whence, \(p^{2} \pm 1=\frac{2 a^{2}}{p^{2}}=2 q^{2} \ldots \ldots\).

Adding \(2 q^{2}+4 p q+p^{2}\) to each member of equation (1), we have, \(2 q^{2}+4 p q+2 p^{2} \pm 1=4 q^{2}+4 p q+p^{2} ;\) or \((2 q+p)^{2} \pm 1=2(q+p)^{2} \ldots \ldots \ldots \ldots\).

Since equations (1) and (2) are the same in form, if we find one set of tegral values for \(p\) and \(q\) in (1), we can then readily find succeeding values (2). Now, for \(p=1 . q=1\). \(\therefore\) Other values are : 3 and \(2 ; 7\) and \(5 ; 17\) and 41 and 29 ; 99 and 70 ; and so on. Then by formula \(\frac{n(n+1)}{2}=\frac{p^{2}\left(p^{2} \pm 1\right)}{2}\), first positive integral values of \(n\) are found to be \(1,8,49,288,1691,9800\).

Also solved by J. H. DRUMKOND, C. D. SCHMITT, H. C. WILEES, G. B. M. ZERR, and PROPOSER.

Errata. On page 368 of December issue, line 4, for " \((10+2)\) " \(I\) \(\left(10^{m}+2\right)\); line 9 , at end, for " \(B^{\text {s " }}\) read \(B_{1}{ }^{2}\); line 12 , for " \(B^{\text {" " read }} B_{1}\) ", and
' \(B+1+A_{1}\) )" read ( \(B+1-A_{1}\) ); line 19, for "hypothenuse" read hypotenuse ; e2 22, leave out comma after 6 ; line 26 , for " \(p, b, d\)," read \(p, d, b\); line 30 , for \(13,14,15\)," read \(13,15,14\); page 369, line 8 , for "from" read for ; line 25 , for the" read their ; line 35, for " \(a^{m n}+1\) " read \(a^{m}+1\); page 370, line 2, insert a mma before the sign of equality ; and credit J. H. Drummond with a solution : No. 32.

NOTES, CRITICISMS, ETC., BY ARTEMUS MARTIN, LL. D.
On page 285 Mr. Adcock gives "An Equation for the sum of Squares equal square" which he says he has not seen published. I used the same method a the Mathematical Magazine, Vol. II., page 71, to find three square numbers those sum is a square; and in a paper I had read at the last meeting of the Amrican Association for the Advancement of Science I found in the same way four quares whose sum is a square. It is easily seen that the formula may rextended so as to find any number of squares whose sum is a square.

Note on Solutions of Problem 27, pp. 329-331.-In the Mathematical Magssine, Vol. II., No. 9, page 157, I have given a general method of finding any uamber (greater than two) of positive cube numbers whose sum is a cube, and on age 158 applied it to the case of five cabes, obtaining the set
\[
6^{3}+11^{3}+13^{3}+18^{3}+20^{3}=26^{3} .
\]

In Problem 42, p. 332, " \(2 a^{2}+2 b^{2}-c^{2}+d^{8}\) " should be \(2 a^{2}+2 b^{2}=c^{2}+d^{2}\).

\section*{PROBLEMS.}
46. Proponed by J. I. ELiWOOD, A. M., Principal of Coltax Sohool, Pittebure, Pona.

Solve the equation \(x^{3}+y^{4}=a^{2}\).
46. Propeced by JOSIAR H. DRUMM0MD, LL. D., Portland, Maine.

Give a. general solution, finding such values of \(a\) and \(b\) in \(x^{4}+x_{v}^{\prime} \overline{x y}=a\) and \(y^{2}+y_{V} x y=b\) as will make \(x\) and \(y\) integral.

\section*{AVERAGE AND PROBABILITY.}

\section*{}

\section*{golditions or problents.}
 Mochenimeburt, Rean.

Find the mean area of the dodecagonal surface formed by joining in ord the points taken at random, one in each sectoral triangle of a regular inecrib dodecagon.
 -er, Tlaryitacd.

Let \(A O B\) and \(B O C\) be two adjacent sectors of the regular dodecagon. ! the dodecagon be determined by its apothem=a.

Let \(\angle P, O B=\theta_{1}, \quad \angle P_{1} O B=\theta_{2}, O P_{1}=\rho_{11} O P_{1}=\rho_{1}\).
Then area of triangle \(P_{1} O P_{z}=\)
\[
\} \rho_{1} \rho_{3} \sin \left(\theta_{1}+H_{3}\right) .
\]


And average area of triangle \(=\)
\(O M=-n \sec \left(\theta_{1}-\frac{\pi}{12}\right)\).
\(O N=n \sec \left(H_{8}-\frac{\pi}{12}\right)\).

Then \(\Delta=k a^{2} \frac{\int_{0}^{d \pi} \int_{0}^{d \pi} \sec ^{2}\left(\theta_{1}-\frac{\pi}{12}\right) \sec ^{2}\left(\theta_{2}-\frac{\pi}{12}\right) \sin \left(\theta_{1}+\theta_{2}\right) d H_{1} d \theta_{3}}{\int_{0}^{d \pi} \int_{0}^{j \pi} \operatorname{mec}\left(\theta_{1}-\frac{\pi}{12}\right) \sec \left(\theta_{3}-\frac{\pi}{12}\right) d \theta_{1} d \theta_{2}}\).
The nomerator may be writted
\[
\int_{0}^{j=}\left[\sec ^{2}\left(\theta_{1}-\frac{\pi}{12}\right) \int_{0}^{4 \pi} \sec ^{1}\left(\theta_{1}-\frac{\pi}{12}\right) \sin \left[\left(\theta_{1}-\frac{\pi}{12}\right)+\left(H_{2}+\frac{\pi}{12}\right)\right] d H_{1}\right] d x
\]

The part under the last integral sign may be written, after expansion and some minor reductions,
\[
\begin{gathered}
\cos \left(\theta_{2}+\frac{\pi}{12}\right) \int_{2}^{1 \pi} \sec \left(\theta_{1}-\frac{\pi}{12}\right) \tan \left(\theta_{1}-\frac{\pi}{12}\right) d \theta_{1}+\sin \left(\theta_{2}+\frac{\pi}{12}\right) \int_{0}^{d \pi} \frac{d \theta_{1}}{\cos \left(\theta_{1}-\frac{\pi}{12}\right)} \\
=\cos \left(\theta_{2}+\frac{\pi}{12}\right) \int_{0}^{\operatorname{l\pi }} \sec \left(\theta_{1}-\frac{\pi}{12}\right)+\sin \left(\theta_{2}+\frac{\pi}{12}\right) \int_{0}^{1 \pi} \log _{e} \frac{1+\tan \frac{1}{2}\left(\theta_{1}-\frac{\pi}{12}\right)}{1-\tan \frac{1}{2}\left(\theta_{1}-\frac{\pi}{12}\right)}, \\
=0+2 \sin \left(\theta_{2}+\frac{\pi}{12}\right) \log \frac{1+\tan \frac{\pi}{2}}{1-\tan \frac{\pi}{2}}
\end{gathered}
\]
\(\therefore\) The numerator may be written :
\[
2 \log _{e}\left(\frac{1+\tan \frac{\pi}{\bar{x}}}{1-\tan \frac{\pi}{x}}\right) \int_{0}^{1 \pi} \sec ^{2}\left(\theta_{2}-\frac{\pi}{12}\right) \sin \left(\theta_{2}+\frac{\pi}{12}\right) d \theta_{2} .
\]

The integral may be written
\[
\int_{0}^{i=} \sec ^{2}\left(\theta_{2}-\frac{\pi}{12}\right)\left[\sin \left(\theta_{2}-\frac{\pi}{12}\right) \cos \left(\theta_{2}-\frac{\pi}{12}\right) \sin \frac{\pi}{6}\right] d \theta_{2}
\]
\(=\) (after reductions similar to those above)
\[
\pm \int_{0}^{\mathrm{j}=} \frac{d \theta_{3}}{\cos \left(\theta_{2}-\frac{\pi}{12}\right)}=t \log _{n}\left(\frac{\left.1+\tan \frac{\overline{\bar{x}}}{1-\tan \frac{\pi}{x}}\right)}{1-2}\right.
\]
\(\therefore\) The numerator reduces to
\[
\left[\log _{e}\left(\frac{1+\tan \frac{\pi}{\dot{x}}}{1-\tan \frac{\pi}{x}}\right)\right]^{2} .
\]

It may also be shown that the denominator reduces to
\[
\left[\log _{e}\left(\frac{1+\tan \frac{\pi}{x}}{1-\tan \frac{1}{x}}\right)\right]^{2} .
\]
\(\therefore \Delta=t a^{2}\).
And the mean area of dodecagon \(=\) area of 12 such triangles \(=\frac{1}{2} a^{2}\).

\section*{MISCELLANEOUS.}

\section*{Conduotod by J. M. COLAW, Monteroy, Va. All contribations to this dopartment should be seat to him}

\section*{SOLUTIONS OF PROBLEMS.}
30. Proposed by R J. ADCOCK, Larehland, Warren County, Ilinois.

When the sum of the distances of a point of a plane surface, from all ott points, is a minimum, that point is the center of gravity of the plane surface.

\section*{IV. Discuscion by O. W. ABTEONY, M. Sc., Professor of Mathematios in 耳ew Windzor College, I Windeor, Margland.}
I. Consider the following problem : Find a point within a plane surfa such that the sum of the \(n^{i h}\) power of the distances to all other points of the su face shall be a minimum.
\[
S=\iint\left[\left(x_{1}--x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{\prime \prime} d x d y .
\]

For minimum-
\[
\begin{align*}
& \frac{d S}{d x_{1}}=2 n \iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1}\left(x_{1}-x\right) d x d y=0  \tag{i}\\
& \frac{d S}{d y_{1}}=2 n \iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1}\left(y_{1}-y\right) d x d y=0
\end{align*}
\]
(1) and (2) may be satisfied in several ways.
( \(A\) ). The curve may be such that the integration in question perform over the surface reduce to zero.
(B). \(\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1} d x d y=0\), or,
\[
\begin{array}{r}
\iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1} d x d y= \\
\text { (C). }\left\{\begin{array}{l}
\left(x_{1}-x\right) d x l^{\prime} y=0, \text { or } \iint\left(x_{1}-x\right) d x d y=C_{1} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\left(y_{1}-y\right) d x d y=0, \text { and } \iint\left(y_{1}-y\right) d x d y=C_{2} \ldots \ldots \ldots \ldots \ldots .
\end{array}\right.
\end{array}
\]

We shall only consider ( \(C\) ), as it is the only one which leads to the cone eration of the center of gravity.

From (3) and (4), \(x_{1}=\frac{C_{1}+\iint x d x d y}{\int d x d y}\), and \(y_{1}=\frac{C_{2}+\iint x d x d y}{\int d x d y}\).
Therefore \(\left(x_{1}, y_{1}\right)\) is the center of gravity only when \(C_{1}\) and \(C_{8}\) are zero. For this condition to be fulfilled the first member of (3) and (4) must be evidently zero. From (1) and (2) we see that this will be true generally only when \(n-1=0\), \(i\). e., \(n=1\). Hence there can be no general proposition except for the sum of the squares of the distances.
\[
\text { II. } u=\iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n} d x d y .
\]
\[
\begin{aligned}
& \frac{d u}{d x_{1}}=2 n \iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1}\left(x_{1}-x\right) d x d y=0, \\
& \frac{d u}{d y_{1}}=2 n \iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1}\left(y_{1}-y\right) d x d y=0 .
\end{aligned}
\]
\[
\text { Whence } x_{1}=\frac{\iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1} x d x d y}{\iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1} d x d y}
\]
\[
\text { and } y_{1}=\frac{\iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1} y d x d y}{\iint\left[\left(x_{1}-x\right)^{2}+\left(y_{1}-y\right)^{2}\right]^{n-1} d x d y}
\]

For ( \(x_{1}, y_{1}^{\prime}\) ) to be identical with center of gravity \(n-1\) must be zero.
III. Prof. Zerr in his proof has \(S=\int D d A\). He then writes \(\frac{d S}{d x_{1}}=\frac{\left(x-x_{1}\right) d A}{D}\). He should have written \(\frac{d S}{d x_{1}}=\int \frac{x-x_{1}}{D} \cdot d A\); the integration was with respect to \(A\) and the differentiation with respect to \(x_{1}\), and the two do not destroy each other.
IV. The proposition fails to hold for the simplest case imaginable, an indefinitely narrow tectangle, or straight line. Thus let \(A B\) be a straight line, \(P\) any point on that line. \(A P=a, A B=l, P Q=x\). Then the sum of distances from

\(P=S=\int_{-a}^{l-a} x d x=\frac{1}{[ }\left[l^{2}-2 a l\right] \cdot \frac{d S}{d a}=-2 l=0\) for minimum, i. e., \(l=0\) which is an absurdity. The sum of squares a minimum will hold in this case.
V. The same proof that Prof. Zerr gives will hold for any power of the distance, which proposition is highly improbable.

\section*{81. Propoend by P. P. MATZ, D. Be., Ph. D., Proteceor of Machematioes and Astrosengy in Irving Onivgh Meohaniesburs, Pona.}

In order that a vertical cylindric stalk may be severed by a blow of minimum force, the stalk must be struck at what inclination by a sharp wedge-shaped blade?
 Colloge, Toxarkana, Art.-Tex.

Let \(f \phi(\theta)=\) the force necessary to sever a unit of area, where \(\theta\) is the inclination to the horizon. Let \(r=\) radius of stalk.
\(\therefore\) The area of section made in cutting is \(\pi r^{2} \sec \theta\), the area of an ellipee with semi-axes \(r\) and rsec \(\theta\). \(\therefore \sigma r r^{2} f \sec \theta \phi(\theta)=a\) minimum. This can be made a minimum when \(\phi(\theta)\) is known. If \(f \phi(\theta)=a+b \cos ^{2} \theta\), then \(\theta=\sin ^{-1} \sqrt{1=\frac{a}{b}}\).
82. Proposed by 8. H. WRIGET, M. D., A. M., Ph. D., Pona Ten, Iow York.

Intermittent reflections of flashes of light on a clear sky after dark, indicated a storm was progressing below the horizon. Refraction of \(34^{\prime}\) on the horizon, brought the upper edge of the storm-cloud up to the horizon, and was just visible. How far off was the storm if the cloud was one mile above the earth?
1. Solution by the PROPOSER.

In the plane triangle \(.4 B C\), let \(C\) be the center of the Earth, \(A\) the place of the observer, and \(B\) that of the cloud. Then \(A C=\) Earth's mean radius \(=3959\) miles, \(=b, B C=3960\) miles, \(=a, A B=c\), the required distance. The angle \(B A C=\) the nadir distance of the cloud, being \(90^{\circ}-34^{\prime}=89^{c} 26^{\prime}=A\). Then \(\sin B=\frac{b \sin A}{a}, \quad \therefore B=88^{\prime} 35^{\prime} 36^{\prime \prime}\), and \(180^{\circ}-\left(A+B=1^{\circ} 58^{\prime} 24^{\prime \prime}=C\right.\), and \(c=\frac{b \sin C}{\sin B}=\frac{a \sin C}{\sin A}=136.367\) miles.
 lama Colloge, Taxarkana, Ark.-Tex.

Let \(A\) be the position of the observer, \(B\) the cloud, \(O\) the center of the earth, \(R=\) mean radius of the earth \(=3958\) miles.
\[
\therefore A C=2 R \sin \} A O C . \quad \angle A C B=\frac{\pi}{2}+\sharp A O C, \angle B A C=\$ A O C-34^{\circ} .
\]
\[
\begin{equation*}
\therefore A C=\frac{B C \cos \left(A O C-34^{\prime}\right)}{\operatorname{in}\left(3 A O C-84^{\prime}\right)} \tag{1}
\end{equation*}
\]
\[
A B=\frac{B C \cos 1 A O C}{\operatorname{lin}\left(1 O C-84^{\prime}\right)}
\]
\[
B C=1 \text { from (1). } \quad 2 R \operatorname{ain}\} A O C=\frac{\cos \left(A O C-34^{\prime}\right)}{\operatorname{Bin}\left(1 A O C-34^{\prime}\right)}
\]
\(\therefore \cos \left(A O C-84^{\prime}\right)=\frac{(1+R) \operatorname{con} 84^{\prime}-1}{R+1} . \therefore A O C=1^{\circ} 58^{\prime} 16^{\prime \prime} . \quad\) From (2) \(A B=136.778\) miles.

Frazata. On page 56 , second line from top, for " \(-2562 z^{3 "}\) read \(-256 z^{\prime}\); bixth line from top for " \(Z=2.750418\) " read \(Z=2.750458868\), and for "WR=1.6248" read \(W R=1.2963890864\); and in Note \({ }^{\prime}\) second line from bottom, for " \(s=W\) R" rend \(x=W R\).

\section*{PROBLFMS.}

In latitude \(42 \circ 80^{\prime}\) north \(=\lambda\), at what angle with the horison, will the gun rime, its declination \(=22^{\circ}\) north \(=\delta\) ?

\section*{}

The pendulum of a clock which gaine 6 seconde in 1 hour and 13 minutes, maker \(\mathbf{6 0 0 0}\) vibrations in 1 hour and \(9 \sqrt{2}\) minutes. What is the length of the pendilam ? And what length should it have to keep true time?

\section*{QUERIES AND INFORMATION.}


The Origin of \(\pi\).-At least from the time of Archimedes \(\pi\) has stood for the rombar axpreasing how many times the diameter the circumference is. It is the initial letter of the Greek word mepaфépzia, meaning periphery. If the diameter in tuken as a unit, then \(\pi\) stands for the periphery, or circumference. This is in reply to query of Lottic Smith in December Number.

Benj. F. Yanney,
Mount Union College, Alliance, Ohio.

An Expression for \(\pi\).-Though the result is not new, I have not seen it developed as follows:
\[
\begin{gathered}
\text { Since } e^{i r}=-1, \quad \therefore i \pi \log e=\log (-1) . \\
\therefore \pi=\frac{\log (-1)}{V^{\prime-1}} .
\end{gathered}
\]

\author{
Benj. F. Yanney.
}

Referring to the Note of \(R\). Greenusood in the December Number, I would state that (1) probably the other root was infinite. Thus the equations \(x^{2}-y^{2}=5\) and \(x+y=5\) have roots \(x=3\) or \(\infty\), and \(y=2\) or \(-\infty\). (2) The proof that imaginary roots enter in pairs assumes that all the coefficients are real. The equation \(x^{8}-b i x=a^{2}-a b i\) has roots : \(a\) and \(-a+b i\) but its coefficients are not all real. (3) The equation \(v^{\prime} \overline{2 x_{2}-2}-(3 x-5)=0\) or \(A\) must be multiplied by \(\sqrt{2 x^{2}-2}+(4 x-5)=B\) or 0 to give a quadratic equation. The given equation is not of the second degree as Mr. Greenwood seems to imply but of the degree. An infinite number of equations can be written that have no roots at all : for instance, \(2 x-5+v^{\prime} \overline{x^{2}-7}=0\) (or \(?\) ). This when combined with its congeneric \(2 x-5-\sqrt{x^{2}-7}=\) ? or 0 gives a quadratic ; the last expression takes both routs leaving no root for the first form. The demonstration that every equation has a root referred to equations free from surds.
H. C. Whitaker,

Manual Training School, Philadelphia.
Another Reply. By squaring the equation, we get \(2 x^{2}-2=(3 x-5)^{2} \ldots\) (1) \(=2 x^{2}-2-(3 x-5)^{2}=0\), which is equivalent to transposing the member \(3 x-5\), and then multiplying the equation by \({v^{\prime}}^{2 x^{2}-2}+(3 x-5)=0\). By doing this we have really introduced a new equation, which is satisfied for \(x=\{\).

Observe that (1) is satisfied for both \(x=3\), and \(x=\frac{8}{4}\), for it contains both the original equation and the one introduced by the questionable operation of squaring. Therefore, if the given equation means the posilive root of \(\left(2 x^{2}-2\right)=3 x-5\), then 3 is the only value of \(x\) that will satisfy it.

If \(\pm \sqrt{\prime} \cdot \frac{2 x^{2}-2}{}=3 x-5\), both 3 and \(\&\) will.
Benj. F. Yanney, Muount Union College, Alliance, Ohio.

Note on Solution IV., Page 190. It does not follow that triangies AEL and \(A D K\) are equal because the triangles \(A E L\) and \(A D K\) are similar respectively to \(A F N\) and \(A G M\), and the solution fails.

I would like to see a direct proof of this problem. It.is said that the mathematician Todhunter failed to produce a direct proof of it.

Grorge Lilley, 394 Hall Street, Portland, Oregon.

Problem by Euler. One answer is given, but.he adds there are many more. Legendre asks for a general solution as Euler's solution is lost : and he says such
a solution would be very much prised by mathematicians, if it could be given.
18t. The sum of the squares of each, horisonisl, vertical, or diagonal rows thall be equal, 10 conditions.

\(=\) Ealer's Numbert.

2nd. The sum of their prodacts taken two and two \(=0\), taking any two rows, horizontal, vertical, and diagonals,-12 conditions.
\[
A E+B F+C G+D H=0=A D+F G+K L+N Q_{2} \text { etc. }
\]

Hillabobo, Ill., Mathematioal Club.
Note on No. 4-Miscellaneoun. In regard to No. 4 Miscellaneons, I had worked the problem with the assumption made by Prof. Hume, but rejected my solation, as on further thought I did not congider the assumption warranted. The constantly changing curvature carries with it a change in actual contact at wall an in the amount ground off, which I have not been able to analyse. The mamption made would seem to apply if the stones were kept preseed together with sach a force as would not yield, and would carse the particles to overlap for a constant distance. This also would require a constantly changing pressure of adjustment.

I should like to ask whether any one knowe of a principle which will apply to the effect of friction in a case of this kind.

> C. W. M. Blacx,
> Wesleyan Academy, Wilbraham, Mass.

Query. Is a man who writes for publication in a Mathomaticai Magasine a "Note on Helmholtry's use of the terme 'Surface' and 'Space' as identical in mening", properly to be considered sane?

Again when he asks "Does the 'immortal' Helmholts in his Lecturee on tho-'Origin and Significance of Geometrical Axioms'-use the terms 'sarface' and 'epacce' as identical in meaning?'' since Helmbolts nevex delivered any lectures under this titie, would it be sane to attempt to answer?

\author{
G. B. Halatid.
}

The equation from Bell's Algebra, quoted by Mr. Greenwood, (Mowrily, Vol., p. 372) is consistent if the radical be given the double sign. The equation should be
\[
\pm \sqrt{2 x^{2}-2}=3 x-5
\]

The value \(x=3\) belongs to the upper sign, \(x=\frac{1}{7}\) to the lower. Wm. F. Heal.

The answer to query (Monthly, Vol. II., p. 247) is not satisfactory. It is true "We have no method of finding the cube root by means of a compass" [and rule] but that does not prove the impossibility of a solution. What I wish, is a rigorous proof of the impossibility of expressing the roots of a cubic equation by a geometrical construction.

Wy. H. Heal.
Concerning the value of factorial zero, Chrystal says (Text Book of Algebra, Part II., page 4) 'Strictly speaking \(0!\) has no meaning. It is convenient, however, to use it, with the understanding that its value is 1 ; by 80 doing we avoid the exceptional treatment of initial terms in many series."

Wy. E. Heal.

\section*{IS THERE MORE THAN ONE ILLIMITABLE SPACE \(?\)}

The Metageometers assume without proof that there are many varietios of space, differing in curvature, in the number of dimensions and in extent. Is their assumption axiumatic or does it need proof? Is it not really inconsistent with the hypothesis that space is everywhere and illimitable ?

The Metageometers concede that the space that contains our Universe may for aught they know to the contrary, be trinally extended; i. e., through any point of it, whatever, three straight lines may be drawn mutually at right angles to each other. Notwithstanding this concession, they assume that there are two varieties of space at least, the number of whose dimensions is less than three.

They call a surface a variety of space that has two dimensions, and a line a variety of space that has one dimension.

The Euclidian geometers locate all their lines and surfaces in the one, trinally extended, illimitable space. They do not regard these lines and surfaces as distinct varieties of space that may be classed under an \(n\)-fold species.

Some of the Metageometers call a line one dimensional space, and a surface two dimensional space, apparently with the expectation that this ambignous use of the word space will somehow assist them in ascending from our tridimensional space to a hypothetical one of four dimensions, and from that to one of five dimensions, and so on. This is certainly a most hazardous enterprise that they have undertaken. They are attempting to scale the transcendental heights of Hyper-space with an analogical ladder constructed out of defective timber. The two bottom rounds-one dimensional space and two dimensional space-are unable to endure the strain put upon them. We do not mount to trinally ex. tended space from surfaces, nor to surfaces from lines. But we start with trin. ally extended space and in it locate surfaces and lines.

Succoseful ascent cannot be made from tridimensional space to fourdimensional space.

1st.-Because no one knows or can know the direction from 8 -fold space to 4 -fold, even if the latter exists.

2nd.-Because no one knows or can know that 4 -fold space exists for the reason that the fundamental laws of thought are violated in every effort of the mind to cognize it. Legitimate thinking cannot proceed in violation of logical lar, but stultification may do so. The so-called "generalized space" of the Metageometers is believed to be the joint product of pseudo-generalization, preedo-analogical reasoning, and pseudo-analytical interpretation.
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This is a most excellent treatise on Rigid Dynamicr. The sabjects treated are made vory clear and the stadent is still farther aided in grasping those complex and difficult principles by very beantiful and accurate diagrams. Any stadent who has mastered the calculue can take up this work without any difficulty. At the close of each subject is a liot of problems. The book closes with 308 problems all of which are very interesting to the atodent of dynamics. Some of these excellent problems will appear in fature numbers of the Montiliy.
B. F. F.
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A very interesting and valuable treatment of the notations of mathematical logic.
B. F. F.
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B. F. F.
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March Monthly Magazine Number of The Outlook.' Price, 1. per year in advance. The Outlook Company, 13 Astor Place, New York.

The illustrated monthly "Magazine Number of The Outlook for March has nearly fify pages of reading matter, and more illustrations than any of the previous issues. Dr. R. L. Dickinson writes as an expert on hygienic and practical aspects of "Bicycling for Women," with cats showing just what is right and wrong about women's riding; Edward Everett Hale tells of the "Higher Life of Boston;" there is a pleasant "Spectator" talk about picturesque New Orleans; Charleston of to-day is compared with its ante-bellum iifein Mr. W. J. Abbot'g "From Atlanta to the Sea;" Martin Luther is the subject of a fine article by professor Harnack, the great Gerinan theologian ; and Mr. A R. Kimball has a readable article about Penzance and the Newlyn school of artists. All these articles are fally illustrated. Ian Maclaren's novel gains in interest and humor.

The Cosmopolitan. An International Illustrated Monthly Magasine. Edited by John Brisben Walker. Price, \(\mathbf{8 1 . 0 0}\) per year. Single number, 10 cents. Irvington.on-the-Hudson, New York.

The General of the Army, the General commanding the U. 8. Corps of Engineere, Vice-Pres. Webb of the New York Central, and John Jacob Astor, compose The Cormopolinn Magasine's Board of Judges to decide the merits of the Horseless Carriages which will be entered in the May trials, for which the The Cosmopolitan offers \(\$ 3000\) in prizes. This committee is undoubtedly the most distinguished that has ever consented to act upon the of casion of the trial of a new and useful invention. The interest which these gentlemen have shown in accepting places upon the coinmittee is indicative of the importance of the subject, and that the contest itself will be watched with marked interest on both sidee of the Atlantic. Frank Stockton's new story, "Mrs. Cliff's Yacht," which begins in the April Cosmopolitan, promises to be one of the most interesting ever written by that fascinating story-teller. Readers of "The Adventures of Captain Horn" will find in "Mrs. Clifrs Yacht" something that they have been waiting for.
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BY F. P. MATE, 8C. D., PR. D., PROFEGEOR OF MATHEMATICB AND ABTRONOMY IN IRVING COLLEGE, MECEANICBBURG, PENRSYLVANIA.


OHN NEWTON LYLE was born in Ralls County, Missouri, March 5, 1836.
"The space in which this county is located is trinally extended, and therefore objective. It has no curvature, either positive or negative. Here planes are flat, and perpendiculars to a transversal are equidistant.

If Lobatschewsky had been born and raised in Ralls County, he would perhaps never have doubted that twoo straight lines equidistant from each other may be draven in the same plane, nor written a theory of parallels in which this postulate of sound geometry is discredited. The hills, rocks, streams, trees, and hard-pan of Ralls County exist in tridimensional space,-objective to the minds of the inhabitants who till the soil, feed the herds, quarry the rock, fell the trees, and hunt the wild game. These physical objects are realities having an objective existence ; and the space occupied by them, and that in which they are contain. ed, is also an objective entity although not a material one. It is believed that Helmholts, was right in maintaining against Kant the objectivity of space, but wrong in regarding it as a physical thing to be moulded like potter's clay. Sir Isaac Newton held the opinion that space was immaterial, immovable, and nnalterable, as well as trinally extended, continuous, and unbounded.

Immanuel Kant professed to cognize a real, objective, extended world as existing in a space that, according to his philosophy had no existence outside of his oven mind. It would seem that if there is an extended world, there must be
an extended spatial entity to contain it. If space is not extended, and therefore not objective, there can be no real, extended, objective, material world.

If Immanuel Kant's experiences in early life had been those of a pioneer's son in Ralls County, Missouri, he would not in all probability have undertaken in his riper years the contract of building a real world in a non-existent place.

If Fichte, or Hegel, had ever galloped after a wild steer for half a daj through a Ralls County forest or been thrown from a bucking mustang on the phenomenal hard-pan of northeastern Missouri, they doubtless would not have felt inclined to regard this real matter-of-fact world as an idealistic dream."

The ancestors of John Newton Lyle, on the paternal side, came from northern Ireland ; and on the maternal side, from England and Wales. They settled in Berkeley County, Virginia, in the last century ; and many of their descendants are still to be found there.

Samuel Oldham Lyle, the father of the subject of this sketch, emigrated from Berkeley County, Virginia, in 1832, to Ralls County, Missouri, where he purchased a farm ; married, Ann Rebecca, the daughter of William Gerard, and reared his family. This pioneer couple were intellectual in their lastes, great readers, ambitious to make a pleasant home for their children, and give each of them an education.

Ann Rebecca's father, William Gerard, emigrated from Berkeley County, Virginia, to Kentucky, during the last decade of the last century, wherehe learned the printing business, and edited and published for many gears the Argus, a newspaper, at Frankfort, Kentucky. He was a man of affairs, as well as of extensive reading ; and he was also a practical politician intimately associated with the statesmen of his adopted State. He came with his family to northeastern Missouri, in 1830.

John Newton Lyle, in his early boyhnod, was thrown in his Grandfather Gerard's society a great deal, and received from him powerful impulses towards intellectual pursuits. The venerable man treated his grandson more as a companion than as a boy needing a rod for his misdemeanors, aroused his curiosity by well-directed questions, corrected his mistakes, and entertained him with anecdotes about Amos Kendall, the elder Blair, and Henry Clay.

Samuel Oldham Lyle was an enterprising, independent, and fearless pioneer, passionately fond of the chase and free life in the wild west ; but, at the same time, he was diligent in his farming and stock-raising. He was a man of quick intelligence, unfailing memory, and sound judgment, who appreciated the value and importance of education; and he gave to his children the best school advantages that his circumstances would allow.

Young Lyle, at six years of age, was placed in a district school ; and here he remained until he reached the age of twelve. In November, 1848, he entered a classical school taught by the Rev. William T. Dickson, at West Ely, Marion County, three miles from the home of the young pupil. He studied the rudiments of the Latin and Greek languages, Euclid's Elements, and Day's Algebra.

Mr. Dickson was a native of the State of Maine, and came West with Dr.

Erra Styles Ely, to attend Marion College, some time in the Thirties. "He was an enthusiastic and successful instructor in the branches of learning that he professed to teach. He did not tell his scholars anything about differential coefficients, integrals, or Cartesian co-ordinates. He was silent as to determinants, trilinears, and Non-Euclidean Geometry. He did understand Euclid's Elements, however ; and he taught the science, clearly, thoroughly, and ably. With him, straight lines were never flexed or curved. Tangents to circumferences were never confounded with the curves to which they were tangent. Planes were flat superficies ; and, in no instance, were they spherical or pseudo-spherical. He showed the meaning of demonstration, by demonstrating theorems. He illustrated by practical examples, the difference between direct and indirect proof. He was a true teacher, and succeeded well in imparting to his pupils something of his own appreciation and admiration of the enduring work of Alexandria's immortal geometer."

In the fall of 1851, within three miles of Samuel Oldham Lyle's farm, Van Rensselaer Academy was founded, at the head of which was the Rev. J. P. Pinley, afterwards a professor in Westminster College, and the founder of a classical institution at Brookfield, Missouri. John Newton Lyle entered this Acad emy, in October, 1851 ; and he was a student there three successive winters, frming daring the summer. Here he continued his studies in Latin and Greek, reviewed Euclid, then took up Davies' Legendre and Robinson's Algebra. At this time, he, also, studied Trigonometry and Surveging. Mr. Finley's tustes were classical, rather than mathematical ; and his pupil, J. N. Lyle, whilst at the Academy, devoted his energies almost exclusively to mastering the Latin and Greek texts put into his hands.

Before he was nineteen years of age he took charge of his first school in Monroe County, early in September, 1854 ; thus he began his long career as a teacher, which he has continued almost uninterruptedly until the present time. He worked with the definite plan of preparing for College and earning the funds neccasary for securing a collegiate education. He taught two years in the public schools of Monroe County, spending his evenings and Saturdays in study.

During these years he plodded without assistance, through Davies' Analtrical Geometry. . Having finished this self-imposed task, a strong desire took poceession of him to advance farther and investigate Davies' Differential and Integral Calculus. Accordingly one sultry day in August, 1856, he rode from his father's farm to Hannibal, purchased the book, and on returning home immedistely sought a secluded spost in the forest and began the study of the first differential coefficient as explained by Charles Davies. He was thoroughly disgusted that hot August afternoon, with Davies' description of differentials as the "traces" of vanishing increments. He persevered, however, notwithstanding his disatisfaction with the author's theory of differentials and differential coefficients. A copy of Loomis's Calculus, which came in his way, was eagerly studied. Loomis's theory of ditierentials as rates of variation had the advantage of being intelligible, and certainly offered something more substantial to be grasped by
the mind than a mere "trace" of a vanishing increment or the "ghost of a departed quantity."
"Rates of variation are finite quantities. If differentials are rates of varin. tion, then, of necessity, they must be definite quantities. The Leibnitaian hypotbhesis that differentials are infinitely small quantities contradicts the hypothesis that they are rates of variation." During the fall of 1856, he studied both Loomis and Davies on the Calculus. This work was done entirely without the instruction of a teacher; because there was no one within reach, who had studied theo branches, to whom he could apply for aid. "This method of atudy, whilst laborious and beset with many inconveniences, was conducive to independence of thought and action, and the formation of the habit of self-reliance."

The first pirt of the year 1857, John Newton Lyle taught mathematics in Bethel College, a Baptist Institution located at Palmyra, Missouri. The apportunity of attending Marietta. College, for which he had long planned and toiled, now presented itself. On examination he entered the Junior Class in Marietts College, the fall of 1857 ; and he continued in that Institution, until his gradion. tion in 1859.

President Israel Ward Andrews conducted the examination in Mathematics, and expressed himself as highly gratified with the candidate's proficiency; and on making inquiry as to who taught him Analytical Geometry, seemed amused when informed that his only instructor was the youthful pedagogne before him seeking admittance to the privileges of the College. Dr. Androws wn his warm and steadfast friend, from the date of that morning's intervier on Mathematics.
J. N. Lyle, in College, sought to utilize the advantages of the library and his literary society as well as those of the recitation-room and the laboratory. His special delight was to participate in the Saturday-morning debates held in the hall of the Alpha Kappa Society. The enjoyableness of the excitement fur outweighed the unpleasantness of the collisions incident to such exercises.

He lost no time in obtaining from the College Library De Morgan's Differential and Integral Calculus, in order to learn that author's opinions respecting the principles of the science. "He was interested in noting that De Morgan employed variables that increased, and decreased, indefinitely without limit, insteal of the hierarchy of infinitely great, and infinitely small, quantitios of the Leibnitzian hypothesis. Whilst no lost value was attributed to these variable, every value that they did have, was finite. The hypothesis of increasing, and decreasing, variables having finite values not only works well in practice, bat hat the advantage over the hypothesis of Leibnitz in that it is intelligible and does not involve contradiction. It also harmonizes well with the view that differentials are rates of variation. Further, in considering a limit, we note that the interval between a limit and the variable that approaches it, is itself a variable that decreases without limit. From this point of view, the absurdity of regarding a variable that increases without limit as having a limit appropriately symbolised by \(\infty\), is quite evident.

No benefit accrues to the Science of the Calculus, from De Morgan's hypothesis that there are two kinds of zeros-the absolute zero, and the indifinitely small quotient. The absolute zero is destitute of all value ; in fact, it is the negation of quantity,-and hence can not be treated as quantity, without violating the logical law of Non-Contradiction. A quotient may become indefinitely small, but can not become so small as not to be quantity. To name a quotient sero, is manifestly a misnomer. Mathematical and logical confusion is liable to result from the ambiguous use of the symbol 0 . Treating quantity as no quantity, or no quantity as quantity, is a procedure which may be profitably dispensed with in Mathematics."
E. W. Evans, of Yale, came to Marietta College, as Professor of Mathematics, at the same time that J. N. Lyld entered as a student. The young professor seemed very lonesome as his wife remained in the East that fall. He would come over to Lyle's room of evenings and remain for hours. His conversation which took a wide range was quite instructive to his western pupil. Mathematics was discussed a great deal, but not exclusively. He believed most religiously that "brevity is the soul of wit." He once said: "Lyle, the longer I live the more I like 'short things'." His pupil furnished his share of the intellectual picnic with anecdotes and experiences respecting that portion of the West where Mark Twain was born, Tom Sawyer flourished, and Captain Sellers bored with a big auger.

The two years immediately after graduation he spent in teaching in Pettis and Morgan Counties, Missouri. His leisure hours were occupied in reading law-books. In the spring of 1862, he was offered the chair of Mathematics and Natural Science in Westminster College, a position he held until 1865, when he went to Carondelet, a suburb of St. Louis, where he taught a Grammar School ; but in the fall of the same year, he accepted the position of Acting Professor of Mathematics and Natural Science in his Alma Mater, Marietta College. He continued there three gears ; at the expiration of which time, he returned to Fulton, as Professor of Natural Science in Westminster College. Here he has since remained. First and last, as the exigencies of College-work might require, he has taught branches in nearly every department of the Institution.

He is an active member of The Missouri Teacher's Academy. To educational journals he has contributed hundreds of articles principally on Mathematical Philosophy. During the last three years preceding 1890, he had published in the diissouri School Journal not less than sixty-one articles. He has written an unpublished manuscript on the Differential and Integral Calculus.

The degree of Ph. D., was conferred on him by Marietta College, in 1881. In 1868. Professor Lyle was married to Miss Margaret T. Hays, daughter of John B. Hays, M. D., of Marion County, Missouri, who until her death, December 26, 1882, in spite of ill health and great suffering, led such a life of unselfish devotion to husband, children, and friends, as called forth constant admiration of the talent, energy, and piety, that enabled her to accomplish so much. Three of the five children of this couple are living, two daughters and a son, Rev. Edward

Hays Lyle, an alumnus of Westminster College, a Theological student of Princeton Seminary for two years, and at present a minister in charge of a church at La Junta, Colorado.

Dr. Lyle, in 1884, married his second wife, Miss Mattie K. Grant, a scholarly and cultured lady, of Bardstown, Kentucky.

Dr. Lyle has been for many years an Elder in the Presbyterian Church, the church of his ancestors for, at least, the century and a half that have elapsed since his Great Grandfather emigrated from the northern part of Ireland to Berkeley County, Virginia.

\section*{THE CENTROID OF AREAS AND VOLUMES.}

By G. B. M. \(48 R\), A. M., Ph. D., Profescor of Mathematice and Applied Science, Terarkane Colloge, Terarken, Arkansab-Texas.
[Concluder.]

We will now find the centroid of the eighth part of the surface
\(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}+\left(\frac{z}{c}\right)^{2}=1\), I, when \(c=b\), II, \(c=a\).
\[
\begin{aligned}
& \text { We have } \bar{x}=\frac{\int x d s}{\int d s}, \bar{y}=\frac{\int y d s}{\int d s}, \bar{z}=\frac{\int z d s}{\int d s} \text {. } \\
& \text { I. } s=\frac{b}{a} \int_{0}^{a} \int_{0}^{\frac{b}{a} \sqrt{a^{2}-x^{4}}}\left\{\frac{a^{4}-\left(a^{2}-b^{2}\right) x^{2}}{a^{2} b^{2}-b^{2} x^{2}-a^{2} y^{8}}\right\}^{\frac{1}{2}} d x d y \\
& =\frac{\pi b}{2 a^{2}} \int_{0}^{a} \sqrt{a^{4}-\left(a^{2}-b^{2}\right) x^{2}} d x=\frac{1}{d} \pi b\left(b+\frac{a}{e} \sin ^{-1} e\right) . \\
& 8 . \bar{x}=\int_{0}^{0} x d s=\frac{b}{a} \int_{0}^{a} \int_{0}^{\frac{b}{a} \sqrt{a^{4}-x^{2}}}\left\{\frac{a^{4}-\left(a^{2}-b^{2}\right) x^{2}}{a^{2} b^{2}-b^{2} x^{8}-a^{2} y^{2}}\right\}^{\frac{1}{2}} x d x d y
\end{aligned}
\]
\[
\begin{aligned}
& =\frac{\pi b}{2 a^{2}} \int_{0}^{a} \sqrt{a^{4}-\left(a^{2}-b^{2}\right) x^{2}} x d x=\frac{\pi a b\left(a^{2}+a b+b^{2}\right)}{6(a+b)} \\
& \therefore \bar{x}=\frac{2 n\left(a^{2}+a b+b^{2}\right)}{3(a+b)\left(b+\frac{a}{e} \sin ^{-1} e\right)} . \\
& 8 . \bar{y}=8 . \bar{z}=\int y d s=\frac{b}{a} \int_{0}^{a} \int_{0}^{\frac{b}{a} \cdot \overline{a^{2}-x^{4}}}\left\{\frac{a^{4}-\left(a^{2}-b^{2}\right) x^{2}}{a^{2} b^{8}-b^{2} x^{8}-a^{2} y^{4}}\right\}^{\frac{1}{y}} y d x d y \\
& \frac{b^{2}}{a^{2}} \int_{0}^{a} \frac{V}{\left(a^{2}-x^{2}\right)\left(a^{2}-e^{2} x^{2}\right)} d x=a b^{2} \int_{0}^{4 x} \overline{1-e^{2} \sin ^{2} \theta} \cos ^{2} \theta d \theta, x=a \sin \theta \\
& =\frac{a b^{2}}{3 e^{2}}\left\{\left(1+e^{2}\right) E\left(e, \frac{\pi}{2}\right)-\left(1-e^{2}\right) F\left(e, \frac{\pi}{2}\right)\right\} . \\
& \therefore \bar{y}=\bar{z}=\frac{4 a b\left\{\left(1+e^{2}\right) E\left(e, \frac{\pi}{2}\right)-\left(1-e^{2}\right) F\left(e, \frac{\pi}{2}\right)\right\}}{3 \pi e^{2}\left(b+\frac{a}{e} \sin ^{-1} e\right)} . \\
& \text { II. } s=\frac{a}{b} \int_{a}^{b} \int_{0}^{\frac{a}{b} \sqrt{b^{2}-r^{2}}}\left\{\frac{b^{4}+\left(a^{2}-b^{8}\right) y^{2}}{a^{2} b^{2}-b^{2} x^{2}-a^{2} y^{2}}\right\}^{\frac{1}{2}} d y d x \\
& =\frac{\pi a}{2 b^{2}} \int_{0}^{b} v^{\prime} \overline{b^{4}+\left(a^{2}-b^{2}\right) y^{2}} d y=\frac{\pi a^{2}}{4}\left\{1+\frac{1-e^{2}}{2 e} \log \frac{1+e}{1-e}\right\} . \\
& 8 . \bar{x}=8 . \bar{z}=\int x d 8=\frac{a}{b} \int_{a}^{b} \int_{0}^{\frac{a}{1} \sqrt{1}^{b^{-}}-\overline{r^{4}}}\left\{\frac{b^{4}+\left(a^{2}-b^{2}\right) y^{2}}{a^{2} b^{2}-b^{2} x^{2}-a^{2} y^{2}}\right\}^{\frac{1}{4}} x d y d x . \\
& 8 . \bar{x}=8 . \bar{z}=\frac{a^{2}}{b^{3}} \int_{0}^{b} \sqrt{\left(b^{2}-y^{2}\right)\left(b^{4}+a^{2} c^{2} y^{2}\right)} d y \\
& =a^{2} \int_{0}^{4 \pi} \sqrt{b^{2}+a^{2} e^{2} \cos ^{2} \theta} \sin ^{2} \theta d \theta, y=b \cos \theta \\
& =a^{3} \int_{0}^{1 \pi} \sqrt{1-e^{2} \sin ^{2} \theta} \sin ^{2} \theta d \theta
\end{aligned}
\]
\[
\begin{gathered}
=\frac{a^{8}}{3 e^{2} \cdot\left\{\left(1-e^{2}\right) F\left(e, \frac{\pi}{2}\right)-\left(1-2 e^{2}\right) E\left(e, \frac{\pi}{2}\right)\right\}} \begin{array}{l}
\therefore \bar{x}=\bar{z}=\frac{4 a\left\{\left(1-e^{2}\right) F\left(e, \frac{\pi}{2}\right)-\left(1-2 e^{2}\right) E\left(e, \frac{\pi}{2}\right)\right\}}{3 \pi e^{2}\left(1+\frac{1-e^{2}}{2 e} \log \frac{1+e}{1-e}\right)} . \\
8 \cdot \bar{y}=\frac{a}{b} \int_{0}^{b} \int_{0}^{\frac{a}{b} \sqrt{b^{2}-v^{4}}}\left\{\frac{b^{4}+\left(a^{2}-b^{2}\right) y^{2}}{a^{2} b^{2}-b^{2} x^{2}-a^{2} y^{2}}\right\}^{\frac{1}{2}} y d y d x=\int y d x \\
=\frac{\pi a}{2 b^{2}} \int_{0}^{b} \sqrt{b^{4}+a^{2} e^{2} y^{2} y d y=\frac{\pi a b\left(a^{2}+a b+b^{2}\right)}{6(a+b)} .} \\
\therefore \bar{y}=\frac{2 b\left(a^{2}+a b+b^{2}\right)}{3 a(a+b)\left(1+\frac{1-e^{2}}{2 e} \log \frac{1+e}{1-e}\right)}
\end{array} .
\end{gathered}
\]

Since the limit of \(\frac{\sin ^{-1} e}{c}\) and \(\frac{\log \frac{1+e}{1-e}}{2 e}\) is 1 when \(e=0\) we have, in eith case, when \(a=b, \bar{x}=\bar{y}=\bar{z}=\{a\). The surface of the fourth part of the parabolo: \(x^{2}+y^{2}=2 a^{2} z\), for \(z=h\).
\[
\begin{aligned}
& s=\iint \sqrt{1+\left(\frac{d y}{d x}\right)^{2}+\left(\frac{d y}{d z}\right)^{2}} d z d x=\iint \sqrt{1+\frac{x^{2}}{y^{2}}+\frac{a^{4}}{y^{2}}} d x d z . \\
& \therefore s=a \int_{0}^{0} \int_{0}^{a \sqrt{2 z}} \sqrt{\frac{a^{2}+2 z}{2 a^{2} z-x^{2}}} d z d x=\frac{\pi a}{2} \int_{0}^{n} v^{\prime} \overline{a^{2}+2 z} d z \\
& =\frac{\pi a}{6}\left\{\left(a^{3}+2 h\right)^{1}-a^{3}\right\} . \\
& 8 . \bar{x}=8 . \bar{y}=\int y d s=a \int_{0}^{b} \int_{0}^{a y^{2 z}} \sqrt{a^{z}+2 z} d z d x=a^{2} \int_{0}^{h} \sqrt[v^{\prime}]{\left(a^{2}+2 z\right) 2 z} d z \\
& =\frac{a^{8}}{16}\left\{2\left(a^{2}+4 h\right) \sqrt{2 a^{2} h+4 h^{2}}-a^{4} \log \left(\frac{a^{2}+4 h+\sqrt{2 a^{2} h+4 h^{2}}}{a^{2}}\right)\right\}^{\circ} .
\end{aligned}
\]
\[
\begin{aligned}
& \therefore \bar{x}=\bar{y}=\frac{3 a\left\{2\left(a^{2}+4 h\right) \sqrt{2 a^{2} h+4 h^{2}}-a^{4} \log \left(\frac{a^{2}+4 h+2 \sqrt{ } 2 a^{2} h+4 h^{2}}{a^{2}}\right)\right\}}{8 \pi\left\{\left(a^{2}+2 h\right)^{2}-a^{2}\right\}} . \\
& 8 . \bar{z}=\int z d s=a \int_{a}^{b} \int_{0}^{a / z} \sqrt{\frac{a^{2}+2 z}{2 a^{2} z-x^{2}}} x d z b x \\
& =\frac{\pi a}{2} \int_{0}^{\hbar} \sqrt{a^{2}+2 \pi} z d z=\frac{\pi a}{30}\left\{\left(3 h-a^{2}\right)\left(a^{2}+2 h\right)^{!}+a^{8}\right\} . \\
& \therefore \bar{z}=\frac{\left(3 h-a^{2}\right)\left(a^{2}+2 h\right)^{8}+a^{8}}{5\left\{\left(a^{8}+2 h\right)^{!}-a^{8}\right\}} .
\end{aligned}
\]

The surface of the fourth part of the cone \(x^{2}+y^{2}=a^{2} z^{2}\), for \(z=h\).
\[
\begin{aligned}
& s=\iint \sqrt{1+\frac{x^{2}}{y^{2}}+\frac{a^{4} x^{2}}{y^{2}}} d x d x=a \sqrt{1+a^{2}} \int_{0}^{h} \int_{0}^{a s} \frac{z d x d x}{\sqrt{a^{2} z^{2}-x^{2}}} \\
& =\frac{\pi a \sqrt{1+a^{2}}}{2} \int_{0}^{b} z d z=\frac{\pi a h^{2} \sqrt{1+a^{2}}}{4} . \\
& 8 . \bar{x}=8 . \bar{y}=\int y d s=a \sqrt{1+a^{2}} \int_{0}^{b} \int_{0}^{a s} 2 d z d x=a^{2} \sqrt{1+a^{2}} \int_{0}^{n} z^{2} d x=\frac{a^{2} h^{2} \sqrt{1+a^{2}}}{3} . \\
& \therefore \bar{x}=\bar{y}=\frac{4 a h}{3 \pi} \text {. }
\end{aligned}
\]
\[
\begin{aligned}
& \therefore \bar{z}=\frac{2 h}{3} \text {. }
\end{aligned}
\]

\title{
INTRODUCTION TO SUBSTITUTION GROUPS.
}

\author{
By G. A. Muhbs, Ph. D., Leipzig, Germany.
}

\section*{[Continued from March Number.]}

Having disposed of the regular primitive groups we turn now to those whose order exceeds their degree. We have proved that all of thew involve \(n\) conjugate subgroups whose degree is at most equal to \(n-1\). Suppose the degree of these subgroups were \(n-2\). Without loss of generality we may then assume that the following identities are satisfied :
\[
G_{1} \equiv G_{2}, G_{3} \equiv G_{4}, \ldots \ldots G_{n-1} \equiv G_{n} .
\]

If \(g_{1}\) represents the order of \(G_{1}\) we see that \(2 g_{1}\) substitutions of \(G\) transform \(G_{1}\) into itself, viz., those which replace \(a_{1}\) by itself and those which repleco \(a_{1}\) by \(a_{2}\). All of the \(g_{1}\) substitutions which replace \(a_{1}\) by \(a_{2}\) must therefore aso replace \(a_{2}\) by \(a_{1}, i\). e., contain the cycle \(a_{1} a_{2}\). Similar remarks apply to the other couples \(a_{3} a_{4}, \ldots \ldots, a_{n-1} a_{n}\).

We inquire whether these couples may be used as systems of non-primitivity. We have already proved that every substitution that replaces one• letter of a couple by the other contains the couple as a distinct cycle. It remains to show that the couples are interchanged as units by the substitutions of \(\mathbb{G}\). Suppose one of these substitutions \(t\) replaces \(a_{1}\) by \(a_{3}\). Then will
\[
t G_{s} t^{-1}=G_{1}
\]
\(t\) must therefore replace \(a_{2}\) by \(a_{4}\). Since similar remarks apply to the other couples we have proved that the couples can be used as systems of nonprimitivity.

In an exactly similar way we can prove the general case that if the degree of the conjugate subgroups is \(n-\alpha(\alpha>1)\) then systems of \(\alpha\) letters each may be used as systems of non-primitivity. Hence the

Theorem. Whenever a transitive group contains a subgroup whose degres is less than \(n-1\) and which involves all the substitutions that do not contain a given letter it must be non-primitive.

Having developed some of the most important properties of the subgroupt of \(G\) which do not contain a given letter we proceed to inquire into their subetitutions. Suppose that among the substitutions of a transitive group \(\boldsymbol{G}\)
\[
a_{1} a_{a}
\]
has only one solution ; i. e., there is only one cycle of this type in the group which contains \(a_{1}\). Then there can be only one value of \(\gamma\) for each \(\beta\) in
\[
a_{\beta} a_{\gamma} \quad(\beta=1,2, \ldots \ldots n)
\]
since any \(a\) can be transformed into \(a_{1}\). All the conjugates of \(a_{1} a_{a}\) are therefore distinct and may be used as systems of non-primitivity of the given transitive group.

More generally speaking we may say that if \(G\) contains a subgroup \(G^{\prime}\) whose degree \(n^{\prime}\) is less than the degree of \(G\) and if any given letter of \(G\left(a_{1}\right)\) is found in only one of the transforms of \(G^{\prime}\) with respect to \(G\), then will these transforms
\[
G^{\prime}, G^{\prime \prime}, \ldots \ldots, G^{n}
\]
constitute systems of non-primitivity of \(G\).
For if \(G^{\alpha}\) and \(G^{\beta}\) had a common letter then would the substitution of \(G\) which transforms this common letter into \(a_{1}\) lead to two such groups both of which would involve \(a_{1}\). This is contrary to the hypothesis. These conjugate subgroups must therefore involve distinct sets of letters which may be regarded the systems of non-primitivity of \(G\). Hence the

Theorex. If a primitive group contains a subgroup whose degres is less than the degree of the group it must also contain a substitution which transforms this subgroup into one which contains any one of its letters together with at least one newo letter.

From this theorem it follows that if a primitive group whose degree exceeds 2 contains the cycle \(a_{1} a_{2}\) it must also contain \(a_{1} a_{3}\) ( \(a_{3}\) representing any saitable letter, different from \(a_{1}\) and \(a_{8}\) ) and therefore the symmetric group of these three letters \(\left(a_{1} a_{3} a_{3}\right)\) all.

If a primitive group whose degree exceeds three contains ( \(a_{1} a_{8} a_{8}\) ) all it must, according to the given theorem, also contain ( \(a_{1} a_{a} a_{\beta}\) ) all where at least one of the two subscripts \(\alpha, \beta\) exceeds 3 . Representing this by 4 we can easily show that the group must contain at least all the substitutions of
\[
\left(a_{1} a_{2} a_{3} a_{4}\right) \text { all }
\]
whose degree does not exceed 3. For if any such substitution is given we can find some substitution of ( \(a_{1} a_{8} a_{3}\) ) all which is either the same or differs from it only in having another letter \(a_{a}\) where the given substitution has \(a_{4}\). The transform of this substitution with respect to \(a_{a} a_{4}\) (which is known to be in the group) will be the given substitution. Since every substitution of the fourth degree is the product of two substitutions of a lower degree the given primitive group must contain
\[
\left(a_{1} a_{2} a_{3} a_{4}\right) \text { all. }
\]

In general, if a primitive group whose degree exceeds \(m\) contains
\[
\left(a_{1} a_{2} \ldots \ldots a_{m}\right) \text { all }
\]
it must also contain
\[
\left(a_{1} a_{a} \ldots \ldots a_{\mu}\right) \text { all }
\]
where the number of subscripts \(1, \alpha, \ldots \ldots \mu\) is \(m\) and at least one of them ox. coeds \(m\). Representing this by \(\boldsymbol{m}^{\prime}+1\) we see that \(G\) must contain
\[
a_{m} a_{m+1} \quad\left(a=1,2, \ldots \ldots a_{m}\right) .
\]

We consider now any substitution of
\[
\left(a_{1} a_{2} \ldots \ldots a_{m+1}\right) \text { all }
\]
whose degree does not exceed \(m\). We can find some substitutions in
\[
\left(a_{1} a_{2} \ldots \ldots a_{m}\right) \text { all }
\]
which is either the same or differs from it only in having \(a_{s}\) where this has \(a_{m+1}\). In this case the transform with respect to \(a_{n} a_{m+1}\) will be the given subetitution. Since a substitution of the \(m+r\) degree ( \(m \overline{\overline{>}} 2\) ) may be regarded as the product of two substitutions of a lower degree the given primitive group must contain
\[
\left(a_{1} a_{8} \ldots \ldots a_{m+1}\right) \text { all. }
\]

Calling \(m+1 m^{\prime}\) we can prove in the same way that \(G\) contains the symmetric group of \(m^{\prime}+1=m+2\) letters, etc. Hence the

Theorex. Whenever a primitive group contains a symmetric subgroup of a lower degres it must be a symmetric group.

Corollary. If a primitive group containe a substitution of the form \(a_{1} a_{8}\) it is symmetric.

We will now suppose that the primitive group contains
\[
a_{1} a_{3} a_{3} .
\]

If its degree exceeds 3 it must also contain
\[
a_{1} a_{a} a_{\beta}
\]
where at least one of the two letters, say \(\alpha\), is greater than 3 . We shall represent this by \(4, G\) then contains the two substitations
\[
a_{1} a_{2} a_{8} \text { and } a_{1} a_{4} a_{\beta}
\]
and therefore
\[
\left(a_{1} a_{8} a_{3} a_{4}\right) \mathrm{pos}
\]

In general, if a primitive group whose degree exceeds \(\boldsymbol{m}\) contains
\[
\left(a_{1} a_{2} \ldots \ldots a_{m}\right) \text { pos }
\]
it must also contain
\[
\left(a_{1} a_{a} \ldots \ldots a_{\mu}\right) \text { pos }
\]
where the number of subscripts \(1, \alpha, \ldots \ldots \mu\) is \(m\) and at least one of them exceeds \(\boldsymbol{m}\). Representing this by \(m+1\) we see that \(G\) contains
\[
a_{a} a_{m+1} a_{\beta} \quad(\alpha=1,2, \ldots \ldots m) .
\]

It must therefore contain at least all of the mabstitutions of
\[
\left(a_{1} a_{2} \ldots \ldots a_{m+1}\right) \text { pos }
\]
whose degree does not excoed \(m\). For if \(s\) is any such subetitution containing \(a_{m+1}\) there is some subetitution \(s_{1}\) in
\[
\left(a_{1} a_{2} \ldots \ldots a_{m}\right) \text { pos }
\]
which differs from s only in having \(a_{\delta}\) where s has \(a_{m+1}\). If \(\beta\) excoeds \(m\) we make \(\alpha=\delta\) then will \(a_{a} a_{m+1} a_{\beta}\) transform \(\boldsymbol{o}_{1}\) into 8 . If \(\boldsymbol{\beta} \overline{\boldsymbol{<}} \boldsymbol{m}\) we transform the subetitution
\[
a_{a} a_{m+1} a_{\beta}
\]
with respect to some substitution of \(\left(a_{1} a_{8} \ldots \ldots a_{m}\right)\) pos. So that in place of \(a_{\beta}\) we may have a letter not found in s. Let this transform be
\[
a_{\gamma} a_{m+1} a_{e} \quad(\gamma, \varepsilon \overline{\bar{\varepsilon}} m) .
\]

We now take from the subetitutions of ( \(a_{1} a_{8} \ldots \ldots a_{m}\) ) pos the one \(a_{s}\) which differs from \(s\) only in having \(a_{y}\) where s has \(a_{m+1}\) if \(\&\) does not contain \(a_{y}\), and the one \(s_{8}\) which differs from \(s\) only in having \(a_{\varepsilon}, a_{\gamma}\) where \(s\) has \(a_{\gamma}, a_{m+1}\) if \(s\) contains \(a_{r}\). The transform of these with respect to
\[
a_{r} a_{m+1} a_{e}
\]
will be the required substitution 8 .
This proves that \(G\) contains all the substitutions of ( \(a_{1} a_{2} \ldots \ldots a_{m+1}\) ) pos whose degree is equal to or less than \(m\). These generate ( \(a_{1} a_{3} \ldots \ldots a_{m+1}\) ) pos, for any positive substitution of the \((m+1)^{\text {ad }}\) degree ( \(m>2\) ) may be considered as the product of two positive substitutions of a lower degree. [Let \(s=\ldots a_{s} a_{y} \ldots\) be any positive substitution of the \((m+1)^{\text {a }}\) degree and \(s_{1} \ldots \ldots a_{s} a_{y} \ldots \ldots\). be any positive substitution of a lower than the \((m+1)^{4}\) degree. Then will \(s_{z}\) in
\[
s=s_{1} s_{z} \text { or } g_{8}=s_{1} 1_{s}
\]
be also a positive substitution whose degree \(\overline{\text { < }} m\) ].* Hence the
Theorex. If a primitive group contains \(a\) substitution of the form \(a_{1} a_{8} a_{8}\) but none of the form \(a_{1} a_{8}\) it is the allernating group.

We are now in possession of the following important facts in regard to any primitive group \(G\).
(1) If \(g=n, G\) must be generated by a single cycle which involves a prime number of letters, and for each prime number there is one and only one such primitive group.
(2) If \(g\) does not equal \(n\) it must be a larger multiple of \(n\) and \(G\) must contain \(n\) conjugate subgroups whose degree is \(n-1\) and whose order is \(g+n\).
(3) If \(G\) contains a substitution of the form \(a_{1} a_{8}\) or one of the form \(a_{1} a_{8} a_{8}\) it must contain the alternating group.
(4) Both the alternating and the symmetric groups have a 1,1 correpondence to the positive integers beginning with 2.
(5) The order of the symmetric group is \(n!\) and that of the alternating group is \(\mathrm{in}!\).
(6) The average number of letters in all the substitutions of a transitivo group is \(n-1\).
(7) Every transitive group contains at least \(n-1\) substitutions of the \(n^{n}\) degree.

The three classes of primitive groups, regular, alternating, and symmotric, each of which contains an infinite number of members, are distinct when \(n>8\). The groups that belong to these classes for any value of \(n\) are well known. It remains to determine those whose order satisfies the inequality
\[
n>g>\ln !.
\]

Before pursuing the general discussion any farther we shall seek all the primitive groups whose degree does not exceed six. In doing this we shall noe some methods which will be of service in the further study of this subject. Mot of the methods, however, may serve as illustrations of the theorems which have been developed.
[To be Oontinued.]

\footnotetext{
IIt can be eanly proved that if a group contalna
\[
a_{1} a_{8} a_{a} \quad(\alpha=1,2, \ldots \ldots n)
\]
it contalns the alternating group of degroe \(n\), and if it contalins
\[
a_{1} a_{a} \quad(a=1,2, \ldots \ldots n)
\]

It contalns the aymmetric groiap of degree n. Cole's Nretto, sf \(\mathrm{it}, 8 \mathrm{~s}\).
}
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[Continued from March Number.]

Corollary II. But again I am able hence to show that those two straights AX, BX, meeting which the straight PFHD makes either two internal angles toward the same parts equal to two right angles, or consequently (from Ku. I. 13 ad 15) alternate external or internal angles equal to one another, or again, from the same cause, an external (as suppose DHX) equal to an internal and opposite \(H P X\); that, say I, those two straights not even in their infinite production can meet one another.

Por if from any point \(N\) of \(A X\) is let fall to \(B X\) the perpendicular \(N R\), this will be in the hypothesis of acute angle (which alone in any case can hinder us) greater (from III. Cor. I.) than the common perpendicular KL. Therefore those two straights \(A X, B X\) cannot ever meet one another.

But furthermore here thou hast demonstrated propositions 27 and 28 of the first book of Euclid, and indeed without immediate dependence from the precoding 16 and 17 of the same first book, about which difficulties could arise when the triangle should be of infinite sides on a finite base; to which sort of a triangle without doubt would refer one who believed that these two straights \(A X, B X\) mot one another at least at an infinite distance, although the angles at the transversal \(P F H D\) were such as we have supposed.

Moreover, on account of the demonstrated common perpendicular \(K L\), carely those two \(K X, L X\) cannot come together toward the part of the points \(X\), since also (from a superposition easily understood) toward the other part aloo would meet at the same time the remaining and themselves unterminated \(\boldsymbol{K A}, I, B\). Wherefore two straights \(A X, B X\). would enclose a space; which is contrary to the nature of the straight line.

But these things are later. For in the preceding I have never applied either the 16th or 17 th of the first book of Euclid, except where clearly it treats of a triangle bounded on every side, as indeed I promised I would so take care to do in Procmio ad Lectorem.
[To be Contlinued.]

\section*{}



V. Let \(A B C\) be \(\triangle\) right-angled at \(C\). Draw \(F D\) perpendicular to \(A B_{\text {, }}\) meeting either leg produced. There are thun four aimilar right trianglen.

Lotting \(A C=b, A B=\epsilon, B C=A, C D=x, C B=y\), \(A F=s, E B=a-y, F B=c-s, A D=b+2, F E \Rightarrow B, E D \Longrightarrow 1\), \(F D=+v\), we obtain the following proportions, with their reanlting equations :
(1). \(b: s:: c: b+\infty . \quad \therefore b(b+x)=c s \ldots \ldots .1\).
(2). \(b: a:: a: v+w . \quad \therefore b(y+w)=a s \ldots . .2\).


Fig. 8.
(8). \(c: b+x:: a: 0+w . \quad \therefore c(v+w)=a(b+x) \ldots \ldots \ldots \ldots \ldots \ldots \ldots . .\).





(9). \(c: a-y: a: c-x . \quad . \cdot c(c-\varepsilon)=a(a-y) \ldots \ldots \ldots \ldots \ldots \ldots . .\).


(12). \(b+x: w:: v+w: x . \quad \therefore+x(b+x)=w(v+w) \ldots \ldots . . . . . . . .\).






We are now to find combinations of the above equations from which the elementa \(x, y, z, v, w\), can be eliminated, thus leaving \(u\) the relation exiating to tween \(a, b\), and \(c\).

It is evident that from no single equation, nor from any net of two equr tions, can the relation be deternined.

There remains three possible cases of combinations to be considered :
1. When three of the elements \(x, y, z, v, w\), are involved.
2. When four.
3. When five, or all.

Firgt Cabe. Of this case there are \(\frac{5.4 .3}{13}=10\) possible combinations of e unknown elements: \(v, w, x ; v, w, y\); and so on.

Before taking up these in detail, we note that by inspection of the proporb, it easily may be seen that the following eighteen sets of equations each piee dependent equations :
1, 2,\(8 ; 4,5,6 ; 7,8,9 ; 10,11,12 ; 13,14,15 ; 16,17,18 ; 1,4,10 ; 1\),
द, 5,\(11 ; 2,8,14 ; 3,6,12 ; 3.9,15 ; 4,7,16 ; 5,18,17\); \(6,9,18 ; 10\),
;11, 14, 17 ; 12, 15, 18.
THence, in our search for possible combinations, all such must be rejected Pivin any of these sets.
There are three equations involving \(v, w, x: 3,6,12\). But this combion must be rejecter, for the reason just given. For the same reason, or uase there is wanting a sufficient number of equations involving the three unwn elements, the other nine combinations must be rejected, except the comution \(x, y, z\), which elements are involved in equations \(1,5,9\). If we elimin\(x, y, z\) from these equations, we obtain the desired relation, \(c^{2}=a^{2}+b^{2}\).

It should be observed, in passing, that future combinations including 1, 5 , nust also be rejected.

Second Case. Of this case there are \(\frac{5.4 .3 .2}{\sqrt{4}}=5\) possible combinations our unknown elements ; and, besides, the exceptional combination, \(v+w, x\), ,\(v+w\) being regarded as a single unknown.

Before proceeding to investigate this case, it is necessary to call attention sets of four dependent equations. Take, for example, the set \(1,2,6,12\). m 1 ard 2, 3 is obtained. But 3 with 6 and 12 gives a set of three dependequations; hence the set \(1,2,6,12\) must be rejected. A little stndy of the iteen sets given in Case 1, will disclose forty-five sets of four dependent ations.

The equations involving the unknown elements \(v, w, x, y\), are \(3,4,5,6\), 2, 16. Out of these seven equations, there are \(\frac{7.6 .5 .4}{\mid \underline{4}}=35\) combinations, ing four at a time. Of these thirty-five sets, fourteen are to be rejected, for ions previously stated. The remaining twenty-one sets, of which 7, 5, 4, 3, type, and to which the other twenty easily can be reduced, give, after the nown elements have been eliminated, the desired relation between \(a\), ad \(c\).

Similarly, we find twenty-one sets each of four equations, involving \(r, x, z\) ) and ( \(v, w, y, z\) ), and seventeen each involving. \((v, x, y, z),(w, x, y, z)\),
and ( \(v+v, x, y, z\) ), thus making in all 114 proofs for this case.
Third Cask. Of this case, there are \(\frac{18.17 .16 .15 .14}{\mid 5}=8568\) sets of the eighteen equations, taking five at a time.

To determine how many of this number must be rejected, proceed as follows. Begin with the list of sets of dependent equations found in Case 1. Notice that there are \(\frac{15.14}{\frac{2}{2}}=105\) sets of the eighteen equations taking five at a time, each containing equations \(1,2,3\); the same number containing equations \(4,5,6\); and so on, till we come to \(1,4,10\); for while there are 105 sets containing equations \(1,4,10\), three of them have already been counted out. So proceed, with the entire list of sets of dependent equations in Case 1, then with the set \(1,5,9\), following this with the sets of Case 2. We thus find that there are 3746 sets of five to be rejected, either because they contain sub-sets of dependent equations or sub-sets of equations from which the desired relation between \(a, b, c\), is obtained.

One more class must be rejected: sets of five dependent equations. For example, \(10,9,7,6,3\), which is a type of all the others- 72 in numberand from which the 72 can easily be deduced.

Deducting from 8568, \(3746+73\), we have remaining 4749 sets of five, from which can be derived the identity \(c^{2}=a^{2}+b^{2}\).
\[
\therefore 1+114+4749=4864, \text { the number of proofs by this method. }
\]

\section*{Exampizs :}

bwo=cy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.
\(a w_{0}=c x\). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.
\(c v+b y==a b\).................................................................... 7.

4,5 and 7 in 3, \(a b-b y+\frac{c^{2} y}{b}-\frac{a^{2} y}{b}=a b . \quad \therefore c^{2}=a^{2}+b^{2}\).


bwocy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
bx=ay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . .

1 in 2, \(c 0+c w-a x=a b \ldots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .\).
4, 5 , and 7 in 3 , same as in 1st example.
VI. Lot \(A B C\) be \(\triangle\) right-angled at \(C\). Produce \(A C\) to some point as \(D\). Draw DF perpendicular to \(A B\), produced, and meeting \(C B\), produced.

Thmploying notation stmilar to that used in V., and prooeeding comewhat in the same manner, we find that this method also yields a large number of proofs, in fact the same nomber that we found in \(V\).
[70 be Oomthaned.]


Fig. 6.

\section*{ARITHMETIC.}


\section*{sOLTTIONS OF PROBLRAIS.}

\begin{abstract}


\(A, B\), and 0 can walk at the rate of \(4-9, b=4\), and coa 5 milden, per hour. They niart from Waahington, at \(w=1, \%=2\), and \(p=80^{\prime}\) clock, \(P\). M, respectively. When B ovartake \(A\), be fo ordered (by A) beck to \(O\). When wlll \(B\) and \(O\) meet ? Suppose \(B\) had ordered A back to C, when woald \(A\) and \(C\) meet ? ID amee all three contione walking ahead, at what time will they meet?
\end{abstract}

Since \(\mathbf{B}\) gaina 1 mile in 1 hour on \(A\), to gain 8 miles will require 8 hours, or it will be 5 o'clock and 12 miles from starting point when \(B\) and \(A\) meet. \(C\) has treveled 10 miles. Since B and C travel \(\theta\) miles in 1 hour, they will travel 2 miles in \({ }^{\prime}\) hour, hence they will meet at 5 ; o'clock. Bince A and C travel 8 milea in 1 hour, they will travel 2 miles in \(\frac{f}{f}\) hour, hence they will meet at \(5 \boldsymbol{f}\) o'elock.

In case all three continue walking shend, atated above A and B will meet at 5 o'clock. Since \(\mathbf{C}\) gains 2 miles on \(A\) in 1 hoor, to gain 6 miles will require 8 hours. Hence thay will meet at \(60^{\prime}\) clock. Since \(\mathbf{C}\) gains 1 mile on B in 1 bour, to gain 4 miles will require 4 hours. Hence it will be 7 o'clock when they meet.


Bappote thet iry moadow the grane is of uniform quality and growth and that 6 aren or 10 colte conld eat op 3 seree of the peature in \(\frac{14}{6}\) of the time in which 10 oran and 8 colte could eat ap 8 acren; or that 600 theep would require sis weoks longer than 600 sheep to ast up 9 neres.

In what time world an 0x, a colt, and a sheep together eat up an acre of the pasture on the supposition that 569 sheep eat as much in a wbek as 6 oxen and 11 colts? By Arithimetic, if poesible.-Hanter's Arithmetic. (Unsolved in School Visitor.)

1. By first condition, the eating capacity of a colt is to that of an ox a \(6: 10\).
\(\therefore\) By last condition, the eating capacity of a colt is to that of a sheep a 589 : 21.
\(\therefore\) The eating capacity of a colt is to that of a sheep, an ox, and a colt together, as 1767: 4775.
2. \(\therefore\) The first two conditions of the problem may be stated as follows:

10 colts could eat up 3 acres of the pasture in \(\frac{18}{8}\) of the time in which 17 colts could eat up 6 acres, or 1400 colts would require \(2 \neq\) weeks longer than 1540 colts to eat up 589 acres.
3. - Let \(42 u\) be the amount of grass consumed each week by a colt.
4. Suppose the time it takes 10 colts to eat ap 3 acres is 18 weeks; then, the time it takes 17 colts to eat up 6 acres would be 25 weeks.
5. \(\therefore(10 \times 18 \times 42 u)+3=2520 u\), total amount of pasture eaten from 1 acre in 18 weeks ; and \((17 \times 25 \times 42 u)+6=2975 u\), total amount of pasture eaten from 1 acre in 25 weeks.
6. \(\therefore(2975 u-2520 u) \div(25-18)=65 u\), obviously the amount of growth on 1 acre in 1 week, and the same result that would be obtained whatever the time supposed in (4).
7. \(\therefore 2520 u-18 \times 65 u=1350 u\), amount of pasture originally on 1 acre.
8. \(\therefore(589 \times 1350 u)+(1400 \times 42 u-589 \times 65 u)=1 \frac{1983}{}{ }^{2}\), the number of weeks it would take 1400 colts to eat of 589 acres of pasture ; similarly, the time required for 1540 colts is found to be 18 figite \(^{2}\) weeks. Now, the difference between these two numbers, \(\frac{150000 \times 1178}{4100 \times 850}\) weeks : \(2 \boldsymbol{q}\) weeks, the true difference :: 18 weeks, the supposed time : the true time.
9. . \(\therefore\) Since the only number that needs correcting, to enable us to complete the solution, is \(1350 u\), the amount of pasture originally on 1 acre, the time required for an ox, a colt, and a sheep together to eat up 1 acre, is
\(\left(\frac{20}{7} \times \frac{4103 \times 5279}{159030 \times 117 \overline{6}} \times 1350 u\right) \div\left(\frac{4775}{1767} \times 42 u-65 u\right)=9 \frac{2482499}{11757354}\) weeks. Answer.
H. O. Wilkee gets \(142.25+\) days.

Nors. This problem appeared a few years ago in the School Vtotior. With no little dificiolty, wo obtained a solvition by 4 figebra. Tho solution was not published because of the dificult compoaltion. It is atrange that auch a problem should appear in an arithmotic which is to be used by boys and giris a yoars old and upwands. Endroz.

\section*{PROBLEIS.}
68. Propeeod by B. F. FIITM, A. M., Prolopeor of Mathomatios and Phydea, Drury Colloge, Epriaghid, Mincour.

Two men, 4 and B, in Boston, hire a carriage for \$25, to go to Concord, N. H., and beck, the distance being 72 miles, with the privilege of taking in three more persone. Having gone 20 miles, they take in C; at Concord, they take in \(D\); and when within 80 miles of Boston, they take in E. How much shall each man pay? [From Greenleaf: National Arithmetic.]

\section*{69. Frepeed by IBMC L. BEVERAGE, Moatarey, Virginia.}

A broker charges me ly per cent. brokerage for buying some uncurrent banik bills at 20 per cent. diecount. Of these bills 4 of \(\$ 50\). each become worthlees, but the remainder I diapose of at par, and make by the operation 8384. What was the face amount? [Which aiswer is correct, 83000 , or \(\$ 3048 \frac{10}{31}\) ?]

\section*{ALGEBRA.}

Condected by J. M. OOMAW, Monterey, Ve. All comeributions to this copartaneat should te scat to him.

\section*{SOLUTIONS OF PROBLEMS.}
6. Frogead by CiAs. E. MRERS, Canton, Ohio, and Hon. JO8MR E. DROMOMD, Wh. D., Portland, Pata.
(a) How much can be paid for a bond, bearing 5 per cent. interest, and having ten jears to ran, 60 as to realise 3 per cent. on the investment? (b) at what price must the sovernment eell 6 per cent. \(\$ 100\) bonds to run ten years, interest payable annually, to make thom the same to the buyer as 3 per cent. bonds at par, to run ten years, interest payable annally, provided the buyer can invest all intereat received at 4 per cent. interest, payable anaully?

Solution by J. I. ELTOOD, A. M., Principal of Coltax Sohool, Pittsburs, Ponasyivania.
Let \(x=\) price, \(a=\) face, \(n=\) number of yeriods, \(R=\) rate bond bears, \(r=\) rate io be realized, \(r^{\prime}=\) rate on interest.

The interest on bond is an annuity at compound interest whose final value \(=\frac{R a}{r^{\prime}}\left[\left(1+r^{\prime}\right)^{n}-1\right]\), which added to the face value of bond must equal the com. ound amount of the price for \(n\) periods, or \(x(1+r)^{n}\).
\[
\therefore x=\frac{a+R n\left[\left(1+r^{\prime}\right)^{n}-1\right]}{(1+r)^{n}} . \quad \text { For }(a), a=100, n=10, R=.05, r=.03
\]
\(=.03\).
\[
\therefore x=\frac{100+.8_{8}\left(1.03^{10}-1\right)}{1.03^{10}}=\$ 117.0604
\]

For (b), \(a=100, n=10, R=.05, r=.03, r^{\prime}=.04\).
\[
\therefore x=\frac{100+. \frac{8}{87}\left(1.04^{10}-1\right)}{1.03^{10}}=\$ 119.0777
\]

If in (a) interest were payable semi-annually, we should have \(a=100\), \(n=20, R=.025, r=.015, r^{\prime}=.015\), and \(x=\$ 117.168+\), or \(\$ 117.17\) as given in the tables of bond values used by brokers and bankers.

\footnotetext{
Also molved by E. W. MORRELL, B. P. YANCEY and G. B. M, EERR. Prof. Morrell obeained as reculta \$118.swe and \$117.ear ; and Proposer, to lant part, \$117.ce.
}

\section*{67. Propeced by J. C. CORBDI, Pine Blufi, Arkeneas.}

Find the quotient of
 Collage, Terartana, Artamea-Toxas.

Let \(Q=\) the quotient and as we can exchange row for column without altering the value, we get

All the elemente in the \(i^{i n}\) column of the numerator being \(a_{i}{ }^{\ell}\), of the donominator \(a_{i}\), except in the \(i^{i t h}\) row which is \(\left(s-a_{i}\right)^{2}\) for numerator, and \(s-a_{1}\) for denominator. Hence, we have

Multiply first column of numerator by \(a_{1}{ }^{2}\), of the denominator by \(a_{i}\) and mabtract from the \(i^{\text {th }}\) column; do this for each column and the value is unaltered.

Let \(u=\left(8-2 a_{1}\right)\left(s-2 a_{8}\right)\left(s-2 a_{8}\right) \ldots \ldots\left(s-2 a_{n}\right)\).
\[
\begin{aligned}
& \sum \frac{a_{4}^{8}}{s-2 a_{1}}=\frac{a_{1}^{z}}{8-2 a_{1}}+\frac{a_{8}^{z}}{8-2 a_{8}}+\frac{a_{8}^{8}}{s-2 a_{8}}+\ldots \ldots \\
& \therefore Q=\frac{s^{n-1} u\left\{s+\sum \frac{a_{1}^{8}}{s-2 a_{4}}\right\}}{u\left\{1+\sum \frac{a_{1}}{s-2 a_{1}}\right\}}=\frac{{ }^{n-1}\left\{s+\sum \frac{a_{8}^{8}}{s-2 a_{1}}\right\}}{\left\{1+\sum \frac{a_{4}}{8-2 a_{1}}\right\}} .
\end{aligned}
\]

Kizapa. On page 52 of last iasue, line 3 from bottom, read \(=\) before and in the denominator read \(\sqrt{a^{2}-x^{2}}\) for " \(v\) ' \(\overline{a^{2}+x^{2}}\) "; on page \(53_{\boldsymbol{n}}\) line 15 , end the radical sign over \(a^{2}-x^{2}\) and \(b^{2}-x^{2}\), in the numerators.

\section*{PROBLEIS.}

Solve the equations:
\[
\begin{aligned}
& a^{8} x=\left(2 x^{2}-a^{2}\right) \sqrt{x^{2}+y^{2}} \ldots \ldots \text { (1). } \\
& b^{2} y=\left(2 y^{2}-b^{2}\right) \sqrt{\sqrt{x^{2}+y^{2}} \ldots \ldots \text { (2). }} .
\end{aligned}
\]
 tramere.

Prove that \(\cos \frac{n \pi}{7}+\cos \frac{8 n \pi}{7}+\cos \frac{5 n \pi}{7}=\frac{1}{2}\) or \(-\frac{1}{1}\), according as \(n\) is odd nen.

\section*{GEOMETRY.}


\section*{80LUTIONS OF PROBLEATS.}
 ymourl.

Divide a triangle into the rathb of \(m\) to \(n\) by a line perpendicular to the beee.



Let \(A B C\) be the triangle. • Draw the altitude \(B D\). Divide the baete \(A C\) at
 Then \(\triangle A B E: \triangle E B C=A E: E C=\) m \(: n \ldots \ldots\) (1).

Take \(A F\) a mean proportional between \(A E\) and \(A D\), then draw \(G F\) parallel to \(B D\).

Then \(\triangle A F G: \triangle A D B=A F^{\prime}: A D^{*}\).
But \(A F^{2}=A E \times A D\).

\(\therefore \triangle A F G: \triangle A D B=A E \times A D: A D^{3}=A E: A D=\triangle A B E: \triangle A D B\).
\(\therefore \triangle \triangle F G=\triangle A B E\) and \(\triangle E B C=F G B C\).
Hence, usiog in (1), we have \(\triangle A F G: P G B C=\) 体: n. Q. B. D.




 tertection of the dtegonala.




Let \(a\) and \(b\) be the bases, \(p\) the perpendiculars, and \(A\) the angle between the diagonals.

Take \(B C=n+b\) and describe upon \(B C\) a segment to contain an angle \(=\) to \(A\). The problem is possible when \(p\) is legs than the graater segment of the diameter perpendicular to \(B C\). Take \(C E=p\) and perpendicular to \(B C\). Draw \(E H\) paralJel to \(B C\) cutting the circle in \(M\) and \(G\). Draw \(B G\) and \(G C\). Also draw \(D F\) par. allel to \(B G\) and \(D H\) parallel to \(G C\).


Then is DCFG or BDGH the required trapesoid. For \(B D=G F=b, D C=H G=a\), \(\angle D K C=\angle B L D=\angle B G C=A\), and \(C E=p\). By treating the point \(m\) as we did \(G\) we get two other trapezoids answering all conditions.

This problem was solved in a ctmillar manner by COOPER D. BCHIKITY, A. B. BELL, J. BCHER FRR, B. F. BJNE, J. M. COLA W, P. B. BERG, O. W. ANTHONY, E. W. MOREELL, J. C. GREGG, and E. J. GAERTNER.

\section*{PROBLEIS.}
 ruing, Actame 0elo.

The loces of the centere of the icogonal transformations of all the diameters of the circumotirite of any triangle is the nine-pointa circle. Brocard.
 Dincuity, Endrvile, Themenen.

Elow that pairs of pointa, on a straight line may be 80 related harmonicaily that a Fly and pointe will be barmonic with regard to a pair of imaginary pointa, and by this mint yove that there are an indefnite number of conjugate pairs of imaginary pointa on


\section*{CALCULUS.}

Conductad by J. M. COIAT, Monterey, Fa. All contribations to this dopartment should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
 anver

A 4 getarts from a point in the circumference of a table, 3 feet in diameter, and travdennfiormaly alons the diameter to a point in the circumference of the table directly oppodth the ctarting' point. The table moves uniformly to the right about a center axis facin mener that it makes one complete revolation while the fiy pasess over ita diametr. Find the cheolate path deacribed by the fly and the ratio of rates of movement of the

ris elvele by to reopossr.
The curve described by the fly is the spiral of Archimedes. Its equation都:
and \(\delta=\int_{0}^{\pi}\left(\sqrt{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}}\right) d \theta,=\frac{a \pi v \sqrt{1+\pi^{2}}}{2}+\frac{a}{2} \log \left(\pi+\sqrt{1+\pi^{2}}\right)\).
Heace, 2S, or the absolute path described by the fly, is \(63.994+\) inches.
If we take the Naperian logarithm of \(\left(\pi+\sqrt{1+\pi^{2}}\right)\) the result is \(69.6+\) inches.

The ratio of rates \(=\frac{2 \pi r}{9 r}=\pi\). The ratio of raten in specter \(\frac{2 \pi r}{68.99 \pi}=1.76+\).



Let \(P\) be the position of the fly when \(A\) has moved to \(C\), and let \(A\) zave \(m\) times as fattas \(P\). Let \(O A=r, O P=\rho, \angle O O A=O\). Then \(m P C=A C . \quad \therefore m(r-\rho)=r \theta\).
\[
\therefore \rho=\frac{r(m-\theta)}{m}=\frac{r(x-\theta)}{\pi} \text {, since } n=\pi \text {. This }
\]
is the equation to the fly'e path.
\[
\begin{aligned}
& \therefore S=\int_{0}^{2} \frac{r}{x} \sqrt{1+(\pi-\theta)} d \theta \\
& =r \sqrt{1+\pi^{2}}+\frac{r}{\pi} \log \left(\pi+\sqrt{1+\pi^{3}}\right) \\
& \therefore S=\left\{\sqrt{1+\pi^{3}}+\frac{1}{\pi} \log \left(\pi+\sqrt{1+\pi^{2}}\right)\right\}=5.885 \text { feet. } \\
& \qquad \frac{3 \pi}{S}=\frac{1885}{1167}=\frac{18}{9} \text { nearly. }
\end{aligned}
\]



Let \(\left(\rho,,^{\prime}\right)\) denote the co-ordinates of \(P\), and aince \(A R\) and \(R P\) are in a constant ratio, \(\rho\) and \(H\) are in the same ratio, which denote by \(c\).

Hence, \(\theta=-\rho c\) [Archimedean spiral] \(\qquad\) By theory of curves,
\[
\begin{equation*}
S=\int\left(\rho^{\varepsilon}+\frac{d \rho^{2}}{d \theta^{2}}\right)^{d} d \theta \ldots \tag{2}
\end{equation*}
\]

From ( 1 ),\(\frac{d \rho^{2}}{d \theta^{2}}=\frac{1}{c^{2}}\), and \(a=\frac{\theta^{2}}{e^{2}}\). Substituting

theer valuee in (2), \(s=-\frac{1}{r} \int_{0}^{2 \pi}\left(1+\theta^{4}\right)^{4} d \theta\)
Integrating (8) by formula for reducing \(p=1 / 2\),
\[
\begin{equation*}
S=\left[\frac{A\left(1+A^{\prime}\right)}{2 c}\right]_{0}^{*+}+\frac{1}{2 c} \log \left[A+1^{\prime} \overline{1+\theta^{\prime}}\right]_{0}^{2 \pi} \tag{4}
\end{equation*}
\]

Bat \(c=\frac{\operatorname{arc} A R}{R P}=\frac{\text { ofrcumference }}{\text { diameter }}=\frac{\pi}{1}\). Subotitating in (4), and reducing, \(S=6.4683+\) feat.

The movement of the fily in ite path is the resultant of the motion of the fly along the diametor and the motion of the table to the right about its axis. The rate of motion of the fly in ite path is variable, and is measured at any inmant by the measuring circle given by any particular value of \(\rho\). 80 that the ratio of the motion of the table to that of the fly can be found for any particular ver of \(\rho\).





There ate four polnta, \(A, B, C\), and \(D\) in spece. Polint \(D\) samaina \(\operatorname{sixed}\) with ite co-0rdingtes \((1,2,2)\) feot. At s civen time \(A\) is at \((2,8,4)\) feet, ty moving in a atraipht line at the rate of 8 teet per milusto, and hat pamed throngh ( \(5,9,10\) ) feet; \(B\) is at ( \(1,4,8\) ) foot, moves in a atraisht line at the rate of 7 feet per mingte, and will paer through ( \(-2,8,8\) ) fon ; \(C\) is at the orifin and moven alons the aris of \(\bar{X}\) in the direotion of \(;\) poeltive at the nute of 8 fiet pres minute.

The motion of the pointa boing continuons before and ather the given fime, ragubed lhe times when the volume of the tetrahedron whoes edgen are the line joining theee pointe


\section*{Schition in the pronours.}

The length of a bate edge \(\left[\right.\) from \(\left(x_{1}, y_{1}, x_{1}\right)\) to \(\left.\left(x_{2}, y_{8}, x_{8}\right)\right]\) is well known to bo
\[
\sqrt{\left|\begin{array}{ll}
x_{1} & 1 \\
x_{8} & 1
\end{array}\right|^{2}+\left|\begin{array}{ll}
y_{1} & 1 \\
y_{8} & 1
\end{array}\right|+\left|\begin{array}{ll}
s_{1} & 1 \\
z_{2} & 1
\end{array}\right|}
\]

Thading the distance from ( \(x_{3} y_{3} z_{s}\) ) to this edge, maltiplying thie distance by the length of the edge just given, the area of the bese is
\[
\underline{\frac{1}{2}} \sqrt{\left|\begin{array}{lll}
x_{1} & y_{1} & 1 \\
x_{2} & y_{2} & 1 \\
x_{2} & y_{2} & 1
\end{array}\right|^{2}+\left|\begin{array}{lll}
x_{1} & z_{1} & 1 \\
x_{2} & z_{3} & 1 \\
x_{2} & z_{2} & 1
\end{array}\right|^{2}+\left|\begin{array}{lll}
y_{1} & z_{1} & 1 \\
y_{1} & z_{2} & 1 \\
y_{2} & z_{2} & 1
\end{array}\right|^{n}}
\]

Finding the distance from ( \(x_{4} y_{4} z_{4}\) ) to this base, multiply this distance by the ares of the base junt given, the volume of the tetrahedron is found to be *
\[
\frac{1}{18}\left|\begin{array}{llll}
x_{1} & y_{1} & z_{1} & 1 \\
x_{3} & y_{8} & z_{3} & 1 \\
x_{3} & y_{2} & x_{3} & 1 \\
x_{4} & y_{4} & x_{4} & 1
\end{array}\right|
\]

Substituting the given values of the co-ordinates, we have
\[
t\left|\begin{array}{cccc}
2-t & 3-2 t & 4-2 t & 1 \\
1-3 t & 4-2 t & 2+6 t & 1 \\
6 t & 0 & 0 & 1 \\
1 & 2 & 2 & 1
\end{array}\right|=V .
\]

This reduces to \(16 t^{3}-14 t^{2}+2 t= \pm .0625\); whence by solving, \(t=-.026\), \(.045, .125, .217, .684\), and .705 seconds, respectively.

Also solved by J. SCREPFER and G. B. M. ZERR.

\section*{PROBLEMS.}
 Nabame.

Solve the differential equation, \(d y / d x=y(x-y) / x(x+y)\); and show that \(x=y \log (x y)\).

\section*{64. Propoed by Prof. J. SOBEFFFIR, A. M., Hageratown, Mergiand.}

A certain solid has a square, side=a, for ite base, and all parallel sections are equara, the two sections through the middle points of the opposite sides of the equare are eomi-circles, however. Find surface, volume, and the centers of gravity of each.

\section*{QUERIES AND INFORMATION.}

Conductad by J. M. COMAT, Monteroy, Va. All oontributions to this dopartmeat ahould be seat to hene.

\section*{PLAYFAIR'S PSEUDO-PROOF OF THE ANGLE-SUM.} by George bruce halsted.

The living person who has most capital invested in Playfair's fallecious demonstration reproduced in the March number of The American Mathenatical Montrity, pp. 77-79, is Professor George C. Edwards of the University of California, who unfortunately gives it as the basis for his treatment of parallels in \(\$ 16\) of his Elements of Geometry, Macmillan, 1895.

His \(\$ 16\) is Playfair's Proposition I "All the exterior angles equal four right angles," with Playfair's fallacious proof. Then his \(\delta 17\) is "Theorey. If two straight lines make equal angles with a third straight line intersecting them, they will make equal angles with any straight line intersecting them," in proving which he twice cites \(\$ 16\). Then as Exercise 1 under \(\$ 17\) he has "Fatablish the theorem when the fourth line passes through \(B . "\) But this very special case of his \(\S 17\) he assumes in his \(\S 16\), thus making his treatment of parallels a simple
rumentum in circulo. I wrote this to Professor Edwards and he wrote in answer at clearly seemed an explicit acknowledgment of it. But it was so unlike a radoxer to acknowledge a fallacy, that in wonder I wrote again, "You mean to te that in your proof of the theorem \(\$ 16\) of your book, you do assume (without ting the assumption) your Exercise 1 under your §17. Am I right in this unrstanding of your letter ?" And strange as it may seem he wrote March 7th, 76, "You are practically right in your understanding of my letter of February ad."

I have given three different exposures of Playfair's fallacy in the fourth ition of my Bolyai pp. 65-71.

\section*{tíE}
by warren holden, girard college, philadelphia, penngylvania.
Common experience, applied to Mechanical and Engineering problems, 3 always been in harmony with the principles of Euclidean Geometry. With 3 overthrow of these principles we might expect chaos to come again. And if thematics has not yet demonstrated all of these principles, so much the worse Mathematics. Let its Professors try again. Their failure in any particular se does not establish the opposite.

Abstract studies in Philosophy, unmodified and unillustrated by human perience, have often led to bewildering vagaries. Does not a similar fate, from rresponding causes, impend over Non-Euclidean Geometry? Theory and actice should go hand in hand.

All mathematical instruments in use, whether in the department of echanics, Physics or Engineering, are constructed upon the basis of Euclidean cometry. Where are the instruments of precision which serve to illustrate and uply the principles of Non-Euclidean Geometry?

\section*{QUERIES.}
1. Please give meaddress of publishing house that publishes the most reliable worke a How to Calculate Timber on the Stump, also names of most reliable works on same.

Join Bridas.

\section*{EDITORIALS.}

Prof. C. A. Waldo is now Professor of Mathematics in Purdue University, afayette, Indiana.

Science, March 27, contains an able article, The Essence of Number, by r. George Bruce Halsted.

Prof. J. A. Calderhead has been elected Professor of Mathematics in the rry University, Pitteburg, Pennsylvania.

Dr. Byerly's Fourier's Series and Spherical Harmonics, we are informed by the Publishers, is gaining an international reputation.

Dr. E. H. Moore has been promoted to Head Professor of Mathematics in the University of Chicago. This is a merited recognition.

Professor J. J. Sylvester, formerly of the Johns Hopkins University, has just been made a Foreign Member of the Turin Royal Academy of Science.

Our subscribers will do us a kindness by sending us the names of perrons who are likely to subscribe for the Monthly, as we would be pleased to send such persons sample copies.

A few of our former subscribers who are in arrears have asked us to discontinue the Monthly to their address. In no case will we discontinue to send the Monthiy until the amount due us is paid.

Mr. W. J. C. Miller, who is editor of the Mathematical Department of the Educational Times, London, England, sayb, "The American Mathematical Montily is one of the best magazines that I receive." Mr. Miller has edited the Mathematical Department of the Educational Times for over 30 years.
M. A. Gruber, of Washington, D. C., writes: You will please find enclosed a Money Order of \(\mathbf{8 3 . 0 0}\) as my subscription to The American Matir. matical Monthly for 1896. It is a magazine worthy of long life; if the additional mite is any assistance in putting it upon a paying basis, I shall always remain among your best friends.

We have on hand a few bound copies of Volumes I and II which we will sell at \(\$ 2.75\) each. By special arrangements with the binders we can have volumes of the Monthly bound for 75 cents. If any of our subscribers wish to avail themselves of this opportunity to have their volumes of the Moniriuy bound, they may send them to B. F. Finkel, Springfield, Mo.

Philadelphia Summer Meeting will hold its fourth session, July 6-31, 1896, in the buildings of the University of Pennsylvania, under the auspices of the American Society for the Extension of University Teaching. Department E -Mathematics : I. Methods of Teaching Mathematics ; II. Plane and Solid Geometry ; III. Algebra (Elementary Course); IV. Algebra (Advanced Course); V. Trigonometry ; VI. Analytical Geometry; VII. Differential and Integral Calculus; VIII. Theory of Equations and Determinants ; IX. Differential Equations; X. Theory of Functions.

The lecturers are I. J. Schwatt, Ph. D., and G. H. Hallett, M. A., of the University of Pennaylvania. On Wednesday evening. July 8, Dr. Schwatt will deliver to the students of all departments of the Summer Meeting an addrees on the Philosophy and Utility of the Calculus.

We are sorry to announce the death of one of our valued contributors, \(T\). P. Stowell, of Rochester, N. Y., which occurred February 29th, 1896. Mr.

Btowell's name has been closely associated with nearly all the mathematical journals published in this country within the last fifty years. The following sketch is taken from The Union and Advertiser, Rochester, New York:

Thomas P. Stowell, of No. 29 Atkinson street, died Saturday at the home of the family, aged 77 years. Mr. Stowell, who had resided in the city since April 1, 1864, at the residence now occupied by the family, was born September 5,1819 , and was widely known, respected and esteemed, not only in Rochester but throughout the entire country. He graduated from the well-known Hallowell University of Virginia, and was comsidered one of the ablest mathematicians in the United States. He retired from business in 1895, in the enjoyment of robust health, having apparently the strength and certainly the appearance of a middle-aged man.

Mr. Stowell had been a member of St. Luke's Church during the entire period of his residence in Rochester. He leaves a wife and five children, Miss Anna Stowell, Miss M. Louise Stowell, Dr. Henry F. Stowell, and C. L. Stowell, all of this city, and Charles F. Stowell of Albany.

\section*{BOOKS AND PERIODICALS.}

Syllabus of Geometry. By G. A. Wentworth, A. M., Author of a Series of Text-books in Mathematics. Pamphlet form. 50 pages. Boston and Chicago: Ginn \& Co.

This pamphlet contains the enunciations of the propositions and corollaries of the author's text-book in Geometry, numbered as they are in the text-book.
B. F. F.

\section*{Rational Mathematics. By Charles De Medici.}

Under the alonve title the anthor is publishing a work-The New Geometry and Commensaratinnal Arithmetic-which is divided into three sections: A, B, C. In Section A, Part I, the first principles and primary elements of Geometry are tanght ; Part II. First principles of Commensuration, founded on the Natural Division and Inherent Dimensions of Geometric Elements are tanght; Part III. Classification of Geometric Figures and Porma. siection B, Geometry Study and Practice. The work is published by A. Lovell \& Co., New York.
B. F. F.

Elementary Treatise on Electricity and Magnetism Founded on Joubert's Traité Elémentaire D'Eléctricité. By G. C. Foster, F. R.S., Quain Professor of Physics in University College, London, and E. Atkinson, Ph. D., formerly Profeseor of Experimental Science in the Staff College. 8vo. Cloth, 552 pp. Intro. duction price, 81.80. New York: Longmans, Green \& Co.

Tbia treatise on Electricity and Magnetism is confined to facts, hypotheses being atodiously avoided. The treatment of each subject is clear, simple, direct, and exhanstive. Whenever neceseary, the higher mathematics are used in computations and the establiahment of electrical laws. It is the beat treatise on Electricity and Magnetiem that we have yet seen and we heartily commend it to any person desiring a good work on these imporiant enbjects.
B. F. F.

Elementary Algebra. By J. A. Gillett, Professor in the New York Normal College. 8vo. Half Leather Back. 412 pp. New York : Henry Holt \& Co.

Among other commendable features of this book may be mentioned, (1) the prominence given to problems and the consequent introduction of the equation, (2) the attention given to negative quantities, (3) the attention given to the formal laws of Algebra,-the Commutative, the Aseociative and the Distribntive lawt, and (4) the simplicity, clearnces, and logical arrangement of the matter. The book is beantifully printed and handsomely bound, and presents a most attractive appearance.

The Review of Reviews. An International Illustrated Monthly Magasine. Edited by Albert 8baw. Price, \(\$ 2.50\) per year. Single number 25 cents. The Review of Reviews Co., New York City.

The Reviero of Reviews is almost indispensable to the general reader who wishes to keep abreast of the rapidly developing international questions of the day. In the April number there is a full and able editorial discussion of the complicated African situation, which is described as "the drama of 'Europe in Africa.'" The mixed intereste and motivem of England, Rassia, Italy and France in the Dark Continent are clearly set forth. Ruseia's general attitude toward the European powers is also discussed, and the editor commenta briefly on America's relations with Spain, our interests in the Cuban revolation, and the prement status of the Venesnelan boundary dispute. In addition to this editorial treatment (in the department entitled "The Progress of the World") the Review presents a remarkably complete survey of the Cuban situation by Murat Halstead, a summary of the beat curraat thought in England on the subject of international arbitration, and a vivid acconat of the relief work now going on in Armenia. In short the Review of Reviews recorde a month's activities in both bemispheres.

April Monthly Magazine Number of the Outlook. Price, \(\$ 1.00\) per year in advance. The Outlook Company, 13 Astor Place, New York.

In the April Magasine Number of The Outlook there will appear an article on William H. Prescott, by Kenyon West. It will be in commemoration of the centenary of the great American historian, who was born May 4, 1796. The article will be enriched by numerona portraits and other illustrations contirbuted from the private collection of members of the Prescott family, who have been interested in Kenyon West's tribute to Prescott. Among these are Mr. Arthur Dexter, of Boston, the nephew of the hietorian ; Mre. Roger Woleots, Prescotts grand-daughter, who lives also in Boston; and Mr. Linzee Prescott of Greenvich, Conn., who is the son of Prescott's eldest son.

The Cosmopolitan. An International Illustrated Monthly Magacine. Bdited by John Brisben Walker. Price, \(\$ 1.00\) per year in advance. Single number, 10 cents. Irvington-on-the-Hudson, New York.

The April Cosmopolitan contains the following: A word about Golf, Golfora, and Golf-linke in England and Scotland, by Price Collier ; Vicissitudes of the Deart, hy Eleannr Lowis ; Development of the Overland Mail Service, by Thomas L. James; The Lycenm, by James B. Pond ; Mrs. Cliffre Yacht, hy Frank R. Stockton; The Bargain of Fanst (Pnem) by Alice W. Rollina; Hilda Stafford, by Beatrice Harraden. Each of theee articlee are beantifally illustrated.

The following periodicals have been received : Journal de Mathématiques Elémentaires, (15 Mars 1896); American Journal of Mathematics, (April, 1896); The Mathematical Gazette, (October, 1895); L'Intermédiaire des Mathématic'iens, (Mars, 1896); El Progreso Matemático, (Tomo V. Ano 1895); Notes and Queries, (April, 1896); The Kansas University Quarterly, (January, 1896); Popular Astronomy, (June, 1895); The Monist, (April, 1896); Bulletin of the American Mathematical Society, (March, 1896); The Educational Times, (March, 1896).
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\section*{A SPECLAL COMPLEX OF THE SECOND DEGREE AND ITS RELATION WITE THE PENCILS OF CIRCLES.}

\section*{By DR. 4 PIOLD EMCR, Univeraity of Eansas, Lawresce, Eansas.}
1. Before entering upon the treatment of this problem I will make a few preliminary remarks which, although well known to the reader, may give a clearer conception of what follows.

If a straight line is given we can write the equations of its projections upon the co-ordinate planes in the following form :*
\[
\begin{align*}
& L=y Z-z Y \\
& M=z X-x Z  \tag{1}\\
& N=x Y-y X
\end{align*}
\]

Where \(x, y, z\) designate the current co-ordinates. The six constants \(L, M ; N, X\), \(Y, Z\) can be considered as the co-ordinates of the straight line and satisfy the relation
\[
\begin{equation*}
L X+M Y+N Z=0 \tag{2}
\end{equation*}
\]

An algebraic complex of straight lines of the \(n^{\text {mh }}\) degree is defined by an equation of the form
\[
\begin{equation*}
F(L, M, N, X, Y, Z)=0 \tag{3}
\end{equation*}
\]
\(P\) being a polynom of the \(n^{\mu l}\) degree and homogeneous in \(L, M, N, X, Y, Z\).
Through every point in spaces passes an infinite number of lines belonging to the complex ; they form a cone of the \(\boldsymbol{n}^{\prime \mu}\) order, and in every plane lies an infinite number of lines belonging to the complex and enveloping a curve of the
*We wee the dealgnation of M. Plcard in his Traite d"Analyse, Vol. I, p. 812.
\(n^{\text {m }}\) class. Thus, a special kind of a complex of the \(n^{n}\) degree may be obtained by all the tangents of a surface of the \(\boldsymbol{n}^{\boldsymbol{n}}\) order, or the secants of a curve in apace of the \(n^{\mu}\) order.
2. In our problem we define as a special complex \(P\) of the second degree the system of secants passing through a fixed conic. Every point in space determines a cone of the second order, whose elements belong to the complex and every plane intersects the conic in two points whioh represent a degeneratod curve of the second class, whose tangents belong to the complex.

The conic itself we will describe in the following manner:
Through any two fixed points \(A\) and \(B\) of the \(x y\)-plane draw the two circles
\[
\begin{align*}
& U_{1}=\left(x-a_{1}\right)^{2}+\left(y-b_{1}\right)^{2}-r_{1}^{2}=0,  \tag{4}\\
& U_{2}=\left(x-a_{8}\right)^{2}+\left(y-b_{2}\right)^{2}-r_{8}^{2}=0, \tag{5}
\end{align*}
\]
and form the pencil of circles
\[
\begin{equation*}
U_{1}-\lambda U_{2}=0 \tag{6}
\end{equation*}
\]
passing through \(A\) and \(B\). At the center of every circle of the pencil erect a perpendicular to the \(x y\)-plane and equal to the radius of the circle above and belor the \(x y\)-plane. The extremities of these perpendiculars lie in an equilateral hyperbola \(H\) whose plane passes through the central line of the pencil of circes and is perpendicular to tne \(x y\)-plane. The vertices of the hyperbola are equal distant from the \(x y\)-plane and lie in a perpendicular through the center of the circle with the sect \(A B\) as a diameter.*

To every point of the equilateral hyperbola belongs a circle of the peocil (6), which with the point determines a right cone whose elements all include angles of \(45^{\circ}\) with the \(x y\)-plane. We may ask what is the character of the system of tines \(R\) passing through the equilateral hyperbola and including angles of \(45^{\circ}\) with the \(x y\)-plane. For this purpose intersect the cone-director of these lines with the plane at infinity and establish the new complex \(Q\) consisting of all the lines passing through the intersection. As the intersection is a circle \(I\), the complex is of the second degree and contains all the lines including angles of \(45^{\circ}\) with the plane \(x y\).

Evidently the system \(R\) is the common solution of the complex \(P\) and \(Q\) and is therefore a congruence. The degree of this congruence is 6 , since the dogrees of \(P\) and \(Q\) are 2, and since the hyperbola \(H\) and the circle \(I\) have two points in common. Through each point in space pass two lines, and in each plane lie four lines belonging to the congruence. It is therefore of the second order and of the fourth class. Since the equilateral hyperbola \(H\) is symmetrical in regard to the \(x y\)-plane, it is easily seen that the complex and the congruence connected with it are symmetrical to the \(x y\)-plane, in other words they are reflected into themselves. It is known that through every generatrix of a congruence of straight lines pass two developable surfaces whose elements belong to

\footnotetext{
Whe thought to represent points in spece hy ciralee in a plane originated with Prof. W. Fiedire, of Zurich, who applied it in his beautiful treatise on "Cyclograpise," Teabner, Lelpaic.
}
the congruence. In our congruence \(R\) the developable surfaces through a generatrix \(D\) are the right cone having its vertex in the hyperbola \(H\) and the hyperbolic cylinder passing through \(H\). The focal surface of the congruence degenerates into the hyperbola \(H\) and the plane at infinity. If we designate the representation of a pencil of circles by Fiedler's method, and the complex and con: greence of rays connected with it as cyclographic, we may now state the theorem:

The theory of the pencils of circles is identical with the theory of the cyclographic congruence.
3. To the first pencil of circles through \(A\) and \(B\), or cyclographic congruence, we add another pencil of circles through the points \(C\) and \(D\), or ecclographic congraence. It may be determined by two circles
\[
\begin{align*}
& V_{1}=\left(x-c_{1}\right)^{2}+\left(y-d_{1}\right)^{2}-8_{1}^{2}=0,  \tag{7}\\
& V_{2}=\left(x-c_{2}\right)^{2}+\left(y-d_{2}\right)^{2}-8_{2}^{2}=0, \tag{8}
\end{align*}
\]
passing through \(C\) and \(D\) and assumes the form
\[
\begin{equation*}
V_{1}-\mu V_{2}=0 . \tag{9}
\end{equation*}
\]

The corresponding congruence is obtained as in the first pencil. Designating this congruence by \(S\) and the complex through the byperbola \(G\) which represents the pencil (9) by \(T\) we have to solve the problem to flid the common part of the congruences \(R\) and \(S\), or as these have the circle \(I\) at infinity in common, to find the common figure of the complexes \(P, Q\), and \(T\). Fach of the hyperbolas \(H\) and \(G\) intersect the circle \(I\) in two points and as the complexes are all of the second degree, they have a ruled surface in common whose degree according to the rules of algebra is
\[
2 \times 2 \times 2 \times 2-2 \times 2-2 \times 2=8
\]

To a generatrix in this ruled surface of the eighth order can be found one in the same surface symmetrical to the first in regard to the \(x y\)-plane. Hence the whole surface is symmetrical to the \(x y\)-plane and as it contains two double generatrices through the circular points of the circle \(I\), it intersects the \(x y\)-plane in a bicircular curve of the fourth order. Every generatrix of the surface intersecto the \(x y\)-plane in a point of the curve and includes an angle of \(45^{\circ}\) with the yyplane.

Through each generatrix pass four developable surfaces, two hyperbolic cylinders and two cones of the second order. These cones are tangent to each other and intersect the \(x y\)-plane in two tangent circles. As these circles always pan through \(A, B\) and \(C, D\) and as their point of tangency lies in the above curve we have the theorem :

The locus of the points of tangency of each two tangent circles of two pencils of cirdes is a bicircular curve of the fourth order.

Figure 1 will show the relation of these pencils in the case that each two circles are tangent.
4. We will now take another view of the problem. For fixed values of \(\lambda\) and \(\mu\) the equations of two circlem respectively belonging to the pencil (6) and (9) may be written


Fig. 1.


Fig. 2.
\[
\begin{equation*}
x^{2}+y^{2}-2 \frac{a_{1}-\lambda a_{2}}{1-\lambda} x-2{ }^{b_{1}-\lambda b_{p_{1}}} \overline{1}_{1}-\lambda^{-} y+\frac{M_{1}-\lambda M_{2}}{1-\lambda}=0 \tag{10}
\end{equation*}
\]
\[
\begin{equation*}
x^{4}+y^{8}-2 \frac{r_{1}-\mu c_{2}}{1-\mu}-2 \frac{d_{1}-\mu d_{2}}{1-\lambda} y+\frac{N_{1}-\mu N_{2}}{1-\mu}=0 \tag{11}
\end{equation*}
\]
where
\[
\begin{aligned}
& M_{1}=a_{3}^{2}+b_{4}^{2}-r_{1}^{2}, M_{4}=a_{3}^{4}+b_{4}^{2}-r_{2}^{2} \\
& N_{1}=c_{1}^{2}+d_{1}^{3}-4_{1}^{2}, N_{3}=c_{4}^{3}+d_{4}^{2}-s_{8}^{2} .
\end{aligned}
\]

The condition that the circle (10) is orthogonal to the circle (11) is
\[
2 \frac{a_{1}-\lambda a_{2}}{1-\lambda} \cdot \frac{c_{1}-\mu c_{2}}{1-\mu}+2 \frac{b_{1}-\lambda b_{4}}{1-\lambda} \cdot \frac{d_{1}-\mu d_{2}}{1-\mu}-\frac{M_{1}-\lambda H_{3}}{1-\lambda}-\frac{N_{3}-\mu N_{2}}{1-\mu}=0
\]

It is now possible to determine the co-efficients of this equation such thet for variable parameters the pencils (10) and (11) are projective. In this case each two correaponding circles are orthogonal.

Evidently we have to put \(\mu=\lambda\), which after some reductions givem for the equation of condition
\[
\begin{gather*}
{\left[2 a_{1} c_{1}+2 b_{1} d_{1}-M_{1}-N_{1}\right]-\lambda\left[2 a_{8} c_{1}+2 b_{3} d_{1}-M_{2}-N_{1}+2 a_{1} c_{2}+2 b_{1} d_{1}-M_{1}-N_{8}\right]} \\
+\lambda^{2}\left[2 a_{4} c_{3}+2 b_{3} d_{3}-M_{7}-N_{8}\right]=0 . \tag{12}
\end{gather*}
\]

This indicates that in the first place the circles (4) and (7), and (5) and aust be orthogonal. Secondly, for every value of \(\lambda\) there must be
\[
2 a_{3} c_{1}+2 b_{2} d_{1}-M_{2}-N_{1}+2 a_{1} c_{2}+2 b_{1} d_{2}-M_{1}-N_{2}=0 .
\]

This equation is satisfied if the circles (5) and (7), and (4) and (8) are orIn this case the pencils (6) and (9) are said to be conjugate pencils of Every circle of the one pencil is orthogonal to every other circle of the in in equation (12) we do nol desire to change the points \(A, B, C, D\). equation can be satisfied by changing the radii of the circles (4), (5),
Which gives for the solutions of \(M_{1}, M_{2}, N_{1}, N_{8}\) three equations with
6emp quantities. We can however fix
The poncils of circles can be made projective in one and only one way such riopponding circles in the projectivity are orthogonal.
The pruduct of these projective pencils is a bicircular curve of the fourth \(\mathbf{r}\), at it is well known. In figure 2, we consider the two pencils of circles ugh \(A\) and \(B\), and \(C^{\prime}\) and \(D^{\prime}\), where \(C^{\prime}\) and \(D^{\prime}\) are assumed to be imaginand on the line \(l\) and in these pencils two orthogonal circles \(U\) and \(V^{\prime}\) intering each other in two points \(J\) and \(J^{\prime}\). In these points draw tangent circles \(l\) having their centers on \(l\). These circles are orthogonal to \(V^{\prime}\) and intersect 1 other in two fixed points \(C\) and \(D, i\). e., they belong to the conjugate penif circles of the pencil through \(C^{\prime}\) and \(D^{\prime}\). Whence the general theorem :

The locus of the points of tangency of each two tangent-circles of two pencils of be is a bicircular curve of the fourth order. The same curve is also produced by of the pencils and the projective conjugate pencil of the other pencil.

Under the given conditions the equation of the curve may be written \(\nabla_{1}{ }^{\prime}-U_{8} V_{1}{ }^{\prime}=0\).

It is easily seen that this curve passes through the four points \(A, B, C, D\) as stated in the theorem contains the circular points at infinity as doableits.
5. Without entering into further details on the nature of this curve aay be mentioned that there exists an interesting connection between this re and the circular curves of the third order if these are considered as locii of its from which two sects \(A B\) and \(C D\) appear under the same angle. An logon exists in space, the discussion of which however goes over the limits of iaticle. A paper on this subject by the author was read in the January ses1 of the Kansas Academy of Science and will appear in the next volume of the seactions of this Academy.

\section*{PROBLBES.}
1. Given \(n\) straight lines in a plane. Another straight line in this plane rolves about a fixed point and in every position intersects the \(n\) lines
in n points. These points determine \(n\) "sects" mearured from the ftred point. and their algobraic eum represente a point on the revolving line. What in the curve which this point describes ?
2. Find a geometrical construction for the following problem: Give the distancel \(A O, B O, C O\) of the points \(A, B, C\) of an equiletoral triangle froms fixed point 0 . Construct the equilateral triangle, or trianglea antiafying theo conditions.
8. What js the locus of the points from which any two sects in spece \(A B\) and \(C D\) (not in the ame plane) appear under the aame conntant angle t

\section*{HON-EUCLIDEAN GEOEETRY: HORTORTOAL ADD EXP0SITORY.}



Proponition XXIV. The mine hypothesis remaining: I any the fowe engise logother (Fig.27.) of the quadrilateral KDHK nearer the bate \(A B\) are less (in hypothesis of acnte angle) than the four angles together of the quadrilateral \(\mathbf{K H L K}\) more remote from the same bass; and indeed this is eo, whether those two \(A X\), \(B X\) somewhere at a finite distance meet toward the parts of the point \(X\); or never meet one anuther; but tonard those parts either ever more mitutually approach each other, or somewhere recoive a common perpendicular. nfter which of course (in aecordance with Cor. II. of the preceding proposition) toward the aasue parts they begin mutually to aeparate.


Fig. 87.

Proor. Here however we muppose the portions \(K K\) assumed to be matanlly equal. Bince therefure (from the preceding) the side \(D K\) is greater than the side \(H K\), and aimilarly \(H K\) greater than the side \(L K\), the portion \(M K\) in \(\vec{H} \boldsymbol{K}\) in essumed equal to \(L K\), and in \(D K\) the portion \(N K\) equal to \(H K\); and \(M N, M X_{1}\) \(\boldsymbol{L K}\) are joined. truly the intermediate print \(K\) with the point \(L\), and the point \(\boldsymbol{X}\) near to the point \(B\) with the point \(M\).

Now I proceed thus.
Since indeed the sides of the triangle \(K K L\) (I make beginaing alwaya frou the point \(K\) nearer the point \(B\) ) are equal to the sides of the triangle \(K K M\), and the included angles equal, as being right, equal also will be (from Iic. I. 4) the basea \(L K, M K\), and likewise equal the angles which corrospond mutuelly,
sese bases, indeed the angle \(K L K\) to the angle \(K M K\), and the angle \(L K K\) to angle MKK. Therefore equal also are the remainders \(N K M\) and \(H K L\). erefore, since the sides \(N K, K M\) of the triangle \(N K M\) are equal in the same ' to the sides \(H K, K L\) of the triangle \(H K L\), equal also will be (from the same I. 4) the bases \(N M, H L\), the angles \(K N M, K H L\), and finally the angles ' \(N, K L H\). But in the preceding triangles are already proved equal the angles \(K, K M K\). Therefore the whole angle \(N M K\) is equal to the whole angle \(H L K\).

Wherefore, since all angles at the points \(K\) are right, it follows manifestly four angles together of the quadrilateral \(K N M K\) are equal to all four angles ther of the quadrilateral \(K H L K\).

But since the two angles together at the points \(N\) and \(M\) in the quadrilat\(\boldsymbol{K} N M K\) are greater, in hypothesis of acute angle, than the two angles ther (from Cor. after P. XVI) at the points \(D\) and \(H\) in the quadrilateral \(H M\), or the quadrilateral \(K D H K\), the consequence thence is, that (the com1 right angles at the points \(K\) being added) the four angles together of the drilateral \(K N M K\), or the quadrilateral \(K H L K\) are greater (in hypothesis of e angle) than the four angles together of the quadrilateral KDHK.

Quod erat demonstrandum.
Corollary.
But it ought here opportunely to be observed, nothing will fail in the arlent made, although the angle at the.point \(L\) is assumed right, together with otheais of acute angle. For still that common perpendicular \(L E\) would be (from Cor. I. after II of this) than the other perpendicular \(H K\), from which mane still a portion \(M K\) could be assumed equal to the aforesaid \(I K\).
: Which standing, it follows that no hindrance can intervene.
[To be Continued.]

\section*{IITPRODUCTION TO SUBSTITUTION GROUPS.}

By G. A. MTWER, Ph. D., Lelpais, Germany.
[Continued from April Number.]
Primitive Groups of Two, Three, and Four, Letters.
Since all of these must contain substitutions of the form \(a_{1} a_{2}\) or of form \(a_{1} a_{8} a_{3}\) they must all contain the symmetric group. The following is efore a complete list:
\begin{tabular}{ccl} 
Degree. & Order. & Group. \\
2 & 2 & \((a b)\) \\
3 & 3 & \((a b c)\) \\
& 6 & \\
4 & 12 & \\
& 24 & \((a b c)\) all \\
& & \((a b c d)\) pos \\
& &
\end{tabular}

\section*{Primitive Groups of Five Lettere.}

All the transitive groups of this degree must be primitive and there must be one regular group, viz:
(abcde).

The lowest order of any other possible primitive group is 10. Such a primitive group would contain fivesubgroups of the form (ab.ed) and therefore four substitutions of degree 5 . All the substitutions of degree 5 whose powers do not contain a subetitution of the type \(a_{1} a_{8}\) are of the type \(a_{1} a_{8} a_{3} a_{4} a_{5}\). Hence all the substitutions of degree 5 of a primitive group which is not the symmetric group must be of the given type.

If a primitive group of order 10 exists we may therefore assume that it contains

> (abrde)
and some substitutions of the form ab.cd. These substitutions are all equal to
\[
(a b c d e) S
\]
where \(S\) is any one among them. They therefore transform the substitutions of (abcde) into the same power. This cannot be the first power for a subetitution consisting of a single cycle can be transformed into the first power only by its own powers. If we represent this power by \(a\) and observe that the pruduct of two of these supstitutions is equal to some substitution in (abcde) we have*
\[
\alpha^{2} \equiv 1(\bmod 5),(1<\alpha<5) .
\]

Since this has only one solution it follows that there is only one group of order 10. We may find the substitutions by writing the fourth power of abicde under abcde, thus,
\[
\begin{aligned}
& \text { *If } s_{1} \text { and } s_{2} \text { transform } 8 \text { into } g^{2} \text { we have }
\end{aligned}
\]
\[
\begin{aligned}
& =8^{6} .8^{\varepsilon} .8^{8} \text {. . . . . . . . . . . . . . . . ar times } \\
& =x^{2}
\end{aligned}
\]
abcde abede abede abede abcde
aedcb baede cbaed debae edcba.

The required subatitutions are
be..d ab.re ac.de ad.bc ae.bd
[We might evidently have obtained all of these by multiplying one into (abede)]. Hence the group of order 10 is
\[
\begin{equation*}
(a b c d e)(a b . c e)=(a b c d e)_{1} . \tag{2}
\end{equation*}
\]

All the subetitutions that transform (abcde) into itself form a groap. There are five subetitutions that transform the subetitutions of (abede) into their first power, therefore there must be five that transform them into each of their other powers. We thus obtain a group of order 20 which is generated by abcde and some subetitution beed which transforms this into its second power. We have therefore
\[
\begin{equation*}
(a b r d e)(b r e d)=(a b c d e)_{z} . \tag{3}
\end{equation*}
\]

There cannot be more than one of this order because each would have to contain five conjugate subgroups of one of the two types
\[
(a b c d)_{4},(a b c d)
\]
and therefore only one subgroup (necessarily self conjugate) of the type

> (abcde).

This may be supposed to be the same in all of the groups; but there is only one set of twenty substitutions that transform this into itself. The groups are therefore identical.

For all the other possible orders the subgroups of degree 4 would contain either a substitution of the type \(a b\) or one of the type \(a b c\). Hence all the other primitive groups are the alternating and the symmetric group. The following is a complete list of the primitive groups of degree five.
\begin{tabular}{cl} 
Order. & Group. \\
5 & (abcde). \\
10 & \((a b c d e)_{1}\) \\
20 & \((a b c d e)_{s}\) \\
60 & \((a b c d e){ }_{0}\) \\
120 & \((a b c d e)\) all
\end{tabular}

These groups could also have been found in the following manner, without employing the gronps of a lower degree. We know that there is one group of each of the three classes-regular, alternating and symmetric. We know also that the order of each of the other primitive groups exceeds five and that they do not contain any substitutions of either of the two types
\[
\boldsymbol{a} \dot{b} \quad a b c
\]

Hence they can contain only substitutions of the fourth and fifh degrees together with unity.

Since the average number of letters in all the substitutions of these groups must be four each group can contain only four substitutions of the fifth degree. The only type of substitutions of the fifth degree which can be used is

> abcde.

All these primitive groups may therefore be supposed to contain .
(abcde)
as a self-conjugate subgroup and to be subgroups of the group of order 20 which contains all the substitations that transform (abcde) into itself.

Any negative substitution of this group together with (abcde) generates the entire group, the only subgroup besides the group itself and (abcde) must therefore consist of the positive substitutions of the group. Hence there are only two primitive groups of degree five in addition to the regular, alternating, and symmetric groups. The generating substitutions of these groups are evident.

\section*{Primitive Groups of Bix Lettrers.}

There is no regular group. If there were a group of order 30 it would contain 24 substitutions of the type abcde and five substitutions of degree six. These five substitutions would generate a regular group; for only one of them could replace 2 given letter by any required letter since there are four of the form abcde which perform this operation, and therefore the product of any two must be of degree six or it must be unity.

\section*{sITULTAREOUS QUADBATIC EQUATIONF.}

\section*{By I. E. EETAIr, Inctructor of Mathematies, Wace IIigh 8ehool, Weeo, Temes.}

This discussion is restricted to the special cases of simultaneous quadratic equations of \(n\) variables which always admit of solution. It is assumed that solutions are always possible :
(1) When there is one equation of the second degree and one variable.
(2) When all equations except one are of the first degree.

Let \(q, q_{1} \ldots \ldots \ldots q_{n}=\) terms of the second degree.
Let \(p, p_{1} \ldots \ldots \ldots \ldots p_{n}=\) terms of the first degree.
Let \(\boldsymbol{k}, \boldsymbol{k}_{1} \ldots \ldots \ldots \ldots \boldsymbol{k}_{\mathrm{n}}=\) absolute terms.
Let \(l_{1} l_{1} \ldots \ldots \ldots l_{n}=\) absolute terms.
Let \(m=a\) constant factor.
Let \(x, x_{1} \ldots \ldots \ldots x_{n}=\) the variables.
Let \(v_{1}, v_{2} \ldots \ldots \ldots \ldots v_{n}=\) the variables when the equations are transformed.

Casc 1. When one equation is general, and the rest are of the first degree, or reducible to the first degree; i. c. when they assume any of the following forms:
\[
\begin{align*}
& (p+k)^{n}=0  \tag{1}\\
& (p+k)\left(p_{1}+k_{1}\right) \ldots \ldots\left(p_{n}+k_{n}\right)=0 \tag{2}
\end{align*}
\]

In the next four cases one or more of the equations may assume the above forms instead of the forms of these cases.

Case 2. When each equation can be resolved into two factors of the first degree and an absolute term and when one of these factors is common to all equations.
\[
\left\{\begin{array}{c}
(p+k)\left(p_{1}+k_{1}\right)+l_{1}=0 \\
(p+k)\left(p_{2}+k_{2}\right)+l_{2}=0 \\
\cdots \cdots \ldots \ldots \ldots \ldots \ldots \\
(p+k)\left(p_{n}+k_{n}\right)+l_{n}=0
\end{array}\right\}
\]

Eliminate the common factor. There are now \(n-1\) equations of the first degree.

Case 3. When each equation can be resolved into two. factors of the first degree and an absolute term and when each factor occurs in two equations.

As in the previous case, \(n-1\) equations of the first degree can be obtained.
\[
\left\{\begin{array}{l}
\left(p_{1}+k_{1}\right)\left(p_{z}+k_{z}\right)+l_{1}=0 . \\
\left(p_{z}+k_{z}\right)\left(p_{3}+k_{3}\right)+l_{3}=0 . \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\left(p_{n}+k_{n}\right)\left(p_{1}+k_{1}\right)+l_{n}=0 .
\end{array}\right\}
\]

Cabe 4. When like terms save the terms in which one variable occus, are equal, or can be made equal in all equations. The terms can be made equal when the co-efficients of like terms are proportional in all equations, or whem they are all similar and but one occurs in each equation. By eliminating them equal terms we can obtain \(n-1\) equations in which the same variable will occur in each torm. By dividing by this variable, we can reduce each of these eque. tions to the first degree.

Cabs 5. When like terms of the second degree are equal, or can be made equal, in all equations. Like terms can be made equal when they meet with the requirements indicated in Case 4. Eliminate the terms of the second degree. There are now \(n-1\) equations of the first degree.

Case 6. When the equations are homogeneous and like terms eave thooe in which one variable occurs and the absolute term, are equal, or can be made equal in all equations. The requirements for making like terms equal are given in Case 4.
\[
\left\{\begin{array}{l}
p_{1} x+q+k_{1}=0 . \\
p_{2} x+q+k_{z}=0 . \\
\ldots \cdots \cdots \cdots \cdots \\
p_{n} x+q+k_{n}=0 .
\end{array}\right\}
\]

Let \(x_{1}=v_{1} x, x_{2}=v_{2} x \ldots \ldots x_{n}=v_{n} x\). Eliminate \(x^{2}\). We now have \(n-1\) equations with \(n-1\) variables which meet with the requirements of Case 5.

Case 7. When two equations are homogeneous and the rest are of the first degree, or reducible to the first degree, with no absolute term. Hhiminate all except two variables from the two homogeneous equations by means of the equations of the first degree. These two equations will then be homogeneone and will fall under Case 6.

Case 8. When the terms containing one variable are equal, or can be made equal, in all equations and the remaining terms meet with the requirements of Case 6. Eliminate the terms containing this variable. We now have \(n-1\) equations and \(n-1\) variables which fall under Case 6.

\section*{ARITHMETIC.}

Condected by B. F. FInceri, 8priagiold, Mo. All coatributiose to this dopartaseat should be cent to him.

\section*{SOLUTIOIS OF PROBLEMS.}

\section*{67. Propoced by L. B. Fraiker, Weston, Ohio.}

Suppose that in a meadow the grase is of uniform quality and growth and that 6 oxen or 10 colts could eat ap 3 acres of the pasture in \(\frac{18}{89}\) of the time in which 10 oxen and 6 colts could eat up 8 acres; or that \(\mathbf{6 0 0}\) sheep would require \(2 \boldsymbol{\circ}\) weeks longer than 660 sheep to eat up 9 acres.

In what time would an ox, a colt and a sheep together eat up an acre of the. pasture on the supposition that 589 sheep eat as much in a week as 6 oxen and 11 colts? By Arith. metic, if possible.-Hunter's Arithmetic. (Unsolved in School Fisitor.)

\section*{II. Solution by Heary Heaton, M. 8., Atlantio, Iown.}

Since 6 oxen \(=10\) colts, 1 ox \(=1 \frac{1}{3}\) colts, and 6 oxen and 11 colts \(=21\) colts \(=589\) sheep. \(\therefore 1\) colt \(=28 \frac{1}{4}\) sheep and 1 ox \(=1 \% \times 28 \frac{1}{f}\) sheep \(=461 \frac{1}{3}\) sheep.

10 oxen and 6 colts \(=22 \frac{8}{3}\) colts, eat 8 acres of grass in the same time that 1 of \(22 \frac{1}{3}\) colts or \(2 \frac{1}{8}\) colts eat 1 acre, and \(3 \frac{1}{z}\) colts eat an acre in the same time that 10 colts eat 3 acres. Hence \(3 t\) colts eat an acre in \(\frac{1 \pi}{8}\) the time that \(2 \frac{8}{8}\) colts eat it. In \(\frac{1}{1} \frac{8}{8}\) the time \(3 \frac{1}{2}\) colts eat as much grass as 18 of \(3 \frac{1}{8}\) colts or \(2 \frac{5}{8}\) colts would eat it in the full time. The difference between \(2 \frac{f}{4}\) colts and \(3 \frac{1}{2}\) colts is \(\frac{1}{3} \frac{3}{6}\) of a colt. The difference in the grass eaten by them is it of the growth. Hence If of a colt eats. \(z^{2}\) of the growth. Hence to eat all the growth will require \(\& f\) of


 the original grass on 9 acres than it will \(269 \frac{1}{8} \frac{8}{8}\) sheep to eat the same. Hence \(209 \frac{3}{3}\) sheep eat in the \(2 \frac{\pi}{7}\) weeks what the 60 other sheep eat in the first part of
 will take \(269 \frac{3}{3}\) sheep \(9 f \frac{f}{f} \frac{1}{f}\) weeks to eat the original grass on 9 acres. To eat 1 acre will require them 1 138:'y weeks.

An ox, a colt, and a sheep \(=75 \frac{1}{6} \frac{1}{2}\) sheep.
 leaving \(32 \frac{1}{8} \frac{1}{3} \frac{1}{3}\) sheep to eat the original grass. If it require \(269{ }^{\circ} \frac{8}{8}\) sheep \(1_{18}^{18 \%}\) weeks to do this, it will require \(32 \frac{3}{3} \frac{1}{2}\) sheep \(\left(269 \frac{1}{3} \frac{1}{8}+32 \frac{1}{3} \frac{1}{2}\right) \times 11_{188}^{18}\) weeks \(=\) \(91^{3}{ }^{3} 888^{8} 8^{2} 5\) weeks.
 Mieconer.

Two men, 4 and B, in Boston, hire a carriage for \$25, to go to Concord, N. H., and back, the distance being 72 miles, with the privilege of taking in three more persons. Having gone 20 miles, they take in C ; at Concord, they take in D; and when within 30 miles of Boston, they take in E. How much shall each man pay? [From Greenleaf's Nationcl Arilkmetic.]



If we denote taking one person one mile by a person-mile, then the total person-miles was 514 and the cost of each of them was 4.8688 cents; the cout of taking A and B 144 miles was 87 each; the cost of taking C 124 miles was 86.08 ; the cost of taking D 72 miles was \(\$ 8.60\), and the cost of taking \(E 80\) miles was 81.46.

\footnotetext{

 Ean, Went Virgine.
}

Five men ride 80 miles; four, 42 miles; three, 52 miles; and two, 90 miles.
\(\therefore\) E pays for \(t\) of \(30=6\) miles.
D pays for \(t\) of \(30+\{\) of \(42=16\}\) miles.
C pays for \(t\) of \(80+t\) of \(42+\frac{1}{}\) of \(\left.52=88\right\}\) miles.
B pays for \(t\) of \(30+t\) of \(42+\frac{1}{2}\) of \(52+\frac{1}{2}\) of \(20=43 \frac{1}{3}\) miles.
A pays for \(t\) of \(30+t\) of \(42+\frac{1}{2}\) of \(52+\frac{1}{1}\) of \(20=48\{\) miles.
\(144: 48 \mathrm{f}=\$ 25: 87.609+8\) ? share of each \(A\) and \(B\).
\(144: 83 f=\$ 25: 85.878 \mathrm{~s}^{2} \mathrm{H}^{1} \mathrm{~s}\), share of C .
\(144: 16 \frac{1}{2}=\$ 25: \$ 2.864 \frac{\pi}{\frac{\pi}{\delta}}\), share of \(D\).
\(144: 6=\mathbf{2 5}: 81.041\}\), share of F .

144 miles= distance \(\mathbf{A}\) rides, 144 miles = distance \(\mathbf{B}\) rides, 184 miles-dis tance \(\mathbf{C}\) rides, 72 miles = distance \(\mathbf{D}\) rides, and \(\mathbf{3 0}\) miles \(=\) distance E rides.

They should each pay in proportion to the distance each rides. Hence

tit of \(\$ 25=\$ 7.00\} f \frac{8}{7}=\) amount \(B\) should pay.
tit of \(\$ 25=\$ 6.03 \mathrm{~g} 8_{7}=\) amount \(C\) should pay.


[THorm. Grecalcal gives the anawers as obtained in the second solution. But we thints is in tran it solve the problem on the princlple that eech pay in proportion to the dictance he riden. Gtile primetio prevalle in practice at the preaent time and is jost in ite appiloation. Impros.]

\section*{PROBLETMS.}

A pipe 1 foot long and \(\frac{29}{30}\) inch in diameter has a half-inch orfice and rreicha 18 pounde What is the diameter of a pipe of the anme length and orifice, but woiching 41 omacen 9

\footnotetext{
 log, Mommadeblers, Puasyivaria.

Ineared my etore for \(a / b t h=\{\) th part of its valve, at \(r=1\}\) per cent.; bat coon atupwand the atore was burned down, and my lows over the insurance was 8L=milco. What was the valne of \(m y\) store \(?\)
}

\section*{ALGEBRA.}


\section*{SOLUTIONS OF PROBLEIS.}

Bum the ceries 1, \(1,1,2,3,4,6,9,13,19\), etc., to \(n\) terms ; also what is the nem term?



The series is evidently made up as follows from the difierent rows in Pascal's Triangle, beginning three, farther to the right every time ; thus,
\begin{tabular}{llllllllllrrrrrrr} 
a. & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
b. & & & & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 18 \\
c. & & & & & & & 1 & 8 & 6 & 10 & 15 & 21 & 28 & 36 & 45 & 55 \\
d. & & & & & & & & & & 1 & 4 & 10 & 20 & 35 & 56 & 84 \\
e. & & & & & & & & & & & & 1 & 5 & 15 & 35 \\
f. & & & & & & & & & & & & & & & 1 \\
\hline & 1, & 1, & 1, & 2, & 3, & 4 & 6, & 9, & 18, & 19, & 28, & 41, & 60, & \(88,129,189\), etc.
\end{tabular}

The \(n^{n}\) term of (a) is 1 ; the \((n-8)^{n}\) term of \((b)\) is \(n-3\); the \((n-6)^{n}\) term of \((c)\) is \(\frac{(n-5)(n-6)}{22}\); the \((n-9)^{n}\) term of \((d)\) is \(\frac{(n-7)(n-8)(n-9)}{3}\); and the \((n-12)^{n}\) term of \((e)\) is \(\frac{(n-9)(n-10)(n-11)(n-12)}{\mid \underline{4}}\); and so on. Hence the \(n^{n}\) term of the original series is composed of the sum of the above different terms ; i. e. \(1+(n-8)+\frac{(n-5)(n-6)}{\underline{2}}+\frac{(n-7)(n-8)(n-9)}{\underline{3}}+\frac{(n-9)(-10)(n-11)(n-12)}{4}\)
+...... Also, the sum of \(n\) terms of (a) is \(n\); of ( \(n-3\) ) terms of (b) is \(\frac{(n-8)(n-2)}{\frac{2}{2}}\); of \((n-6)\) terms of \((c)\) is \(\frac{(n-6)(n-5)(n-4)}{\mid 8}\); and the sum of (n-9) terms of \((d)\) is \(\frac{(n-9)(n-8)(n-7)(n-6)}{4} \ldots\). and hence \(s=n+\) \(\frac{(n-8)(n-2)}{12}+\frac{(n-6)(n-5)(n-4)}{18}+\frac{(n-9)(n-8)(n-7)(n-6)}{14}+\ldots\).

\footnotetext{
Aloo solved by B. F. TANNEY and O. B. M. EERR.
}
 Eabooh Ipellanth, Miahigan.

Prove that the product of the \(n n^{\text {th }}\) roots of 1 is +1 or -1 according as \(n\) is odd or eran. Prove and generalia, for the \(n n^{l h}\) roots of \(m\).
 ex, Maryiand.
I. \((1)^{\frac{1}{n}}=\cos \frac{2 m \pi}{n}+\sqrt{-1} \sin \frac{2 m \pi}{n}\).

\(\therefore\) Product \(=\varepsilon^{(n-1)}-\gamma-1=\cos (n-1) \pi+j-1 \sin (n-1) \pi= \pm 1\).
If \(n\) is even product is negative; if \(n\) is odd product is positive.
II. Let \(m=x+y \vee-1\).

Then \((x+y V-1)^{\frac{1}{n}}=\left(V^{\prime} x^{2}+y^{8}\right)^{\frac{1}{n}}\left[\cos \left(\frac{2 m \pi+\theta}{n}\right)+V-1 \sin \left(\frac{2 m \pi+\theta}{n}\right)\right]\),
where \(\theta=\tan ^{-1} \frac{x}{y}\).
\[
\begin{aligned}
& R_{1}=\left(\sqrt{x^{2}+y^{2}}\right) \frac{1}{n} \varepsilon(0 / n) \gamma-1 \\
& R_{8}=\left(\sqrt{x^{2}+y^{2}}\right) \frac{1}{n} \varepsilon[(2 \pi+0) / n] \gamma^{\prime-1} \\
& R_{3}=\left(V^{\prime} \overline{x^{2}+y^{2}}\right)^{\frac{1}{n}} \varepsilon[(4 \pi+0) / n] \gamma^{\prime}-1
\end{aligned}
\]
\[
R_{n}=\left(\eta^{\prime} \overline{x^{2}+y^{2}}\right) \frac{1}{n} \varepsilon<[2(n-1) \approx+0] / n>v-1
\]
\(P=\sqrt{x^{8}+y^{*}} \varepsilon[(n-1) \pi+0 \mid \gamma-1=[\cos ((n-1) \pi+\theta)+V-1 \sin [(n-1) \pi+\theta]]\)
\[
v^{\prime} \overline{x^{2}+y^{2}}= \pm \sqrt{x^{3}+y^{2}}\left[\cos \theta+y^{\prime}-1 \sin \theta\right]
\]
II. Solution by B. T. TAMEET, A. M., Profeceor of Mathomaties in Mount Uajoz Oollege, Aliance, Oin. I. \(x^{n}-1=n\) is the equation from which are derived the \(n n^{\boldsymbol{n}}\) roots of 1 . Now, since 1 in the equation is negative there is one positive real root and ( \(n-1\) ) if any, imaginary roots, if \(n\) is odd; and there is one positive real root, one ne ative real root, and ( \(n-2\) ), if any, imaginary roots, if \(n\) is even. \(\therefore\) Bince
pinary roots occur in conjugate pairs, and since the product of any two conte imaginaries is a positive real number, the sign of the product of the \(n \cdot n^{m}\) 3 of 1 when \(n\) is odd, is + ; and when \(n\) is even, - .

Furthermore, since the successive powers of the first imaginary root of 1 , 1 the 1st to the \(n^{\text {min }}\), give us all the \(n^{\text {min }}\) roots of 1 , therefore, if we denote the imaginary root by \(\omega\), we shall have as the product of the \(n n^{n h}\) roots, \(n^{2} . \omega^{2} \ldots \ldots . \omega^{n}=\omega^{n \frac{n+1}{2}}\). But \(\omega^{n}=1 . \quad \therefore \omega^{\frac{n+1}{2}}=+1\) when \(n\) is odd; and , when \(n\) is even. But of these last two signs, - must be chosen, for reasons gned in the preceding paragraph.
II. That the theorem is true in general for the \(n n^{n h}\) roots of \(m\), is made lent when we remember that the \(n n^{\text {in }}\) roots of any number may be found by tiplying any one of the \(\boldsymbol{n}^{\text {ih }}\) roots of such number by the different \(\boldsymbol{n}^{\text {dh }}\) roots of For then, we would have \(m^{\frac{1}{n}} \times \cos ^{\frac{1}{n^{n}}} \times \omega^{3} \ldots \ldots m^{\frac{1}{n}} \cdot \omega^{n}=m \omega^{n \frac{n+1}{2}}=+\dot{m}\) or , accurding as \(n\) is odd or even, as shown above. Aleo wolved by Cooper D. sCHMITT.

Krrata. In numerator of the expression, in next to last line, on page of last issue, for " \(R a\) " read \(\frac{R a}{r^{\prime}}\); on page 117, line 4, for "g(8-2as)" read - \(2 a_{3}\) ) ; and in "Errata," for "last issue" read February issud Also probз numbered \(56,57,58,59,60,61,62,63,64,65\), should be Nos. 58, 59, 60, \(62,63,64,65,66,67\), respectively.

\section*{PROBLEIS.}
 Tratame.

Sum to \(n\) terms the series, \(n \cos H+(n-1) \cos 2 \theta+(n-2) \cos 3 \theta+\), etc.
[Chrystal's Algebra.]
0. Propoeal by Prof. C. I. Whirts, A. M., Tratalgar, Imdiana.

Prove that \(x^{n} \pm x^{n-1}+x^{n-2} \pm \ldots \ldots+( \pm 1)^{n-1} x+( \pm 1)^{n}=(x \mp 1)^{n} \pm\) \(\left.{ }^{〔} \mp 1\right)^{n-1}+B(x \mp 1)^{n-2} \pm \ldots \ldots+( \pm 1)^{n} x\), where \(A, B, C, \ldots \ldots\) are the binomcoeflicients of the \((n+1)^{\text {th }}\) order.

\section*{GEOMETRY.}


\section*{SOLUTIOTH OF PROBLETES.}



If the amder of a rolline ollipes now in a herimelal fine, determine the mofact whith the ellipee roilt.



Let \(B P A\) be a quadrant of the ellipee semi-axes \(A C\), and \(B C, O\) the \(p\) tion of the conter when \(B C\) coincidea with \(O Y\), and \(\angle B C P\) -0. Then
\(P C=y=\frac{a b}{\sqrt{a^{3} \cos { }^{2} \theta+b^{8}} \operatorname{cin}^{2} \theta}=\frac{b}{v^{\prime} 1-\frac{b^{8} \sin ^{2} \theta}{\theta}}\).
\(\therefore\) The ellipee rolls on the inner surface of the cylinder

\[
y^{2}+z^{2}-\frac{b^{2}}{1-8^{2} \sin ^{2} \theta}
\]

When \(e=0\), this becomes \(y^{4}+z^{8}=b^{2}\).
To find the abscisan of the point of contuct, we have, aince arc \(P B=\) arc \(l\)
\[
\begin{gathered}
d e-\sqrt{r^{3} d \theta^{y}+d r^{7}}-v^{\prime} \overline{y^{3} d \theta^{7}+d y^{4}} \text { tince } P C=r=y ; \\
\text { aleo } d \theta=\sqrt{d x^{2}+d y^{4}} .
\end{gathered}
\]
\(\therefore \sqrt{d x^{2}}+d y^{2}=v^{y^{2} d \theta^{z}+d y^{*} .}\)
\(\therefore d x=y d \theta\), or \(x=\int y d \theta=\int \frac{b d \theta}{v^{\prime}-s^{8} \sin ^{\theta} \theta}=b \Gamma(c, \theta)\).
When \(s=0, x=b \theta\).




A pole, a certain lemgth of whow top it painted white, it etandiag on the alde 1 hill. A permon at 4 obmervee that the white part of the pole eubtende an angle equal is
and oe malking to \(B\), a diatance \(a\), directly down the hill towards the foot of the pole the white purt anbtende the amme angle. What fa the leagth of the white part, if the point \(E\) in at a dietance b froun tha foot of the pole ?



Let DE be the length painted white; then a circle will paed through \(A, B\), \(D, E\). Let \(\angle E A D=\angle E B D=a, A B=a, B C=b, \angle D A B=\angle D E B=\theta, \angle A B E\) \(=\angle A D E=\Phi, D C=y\), and \(D E=2\).

Then \((x+y) y=(a+b) b\) :
\(A E: a=\sin \phi: \sin (\alpha+\theta+\varphi), *: A B=\sin a: \sin \phi\).
\[
\begin{equation*}
\therefore z=\frac{a \sin a}{\sin (a+\theta+\phi)} \tag{2}
\end{equation*}
\]
\(\delta: x+y=\sin A: \sin (\alpha+\phi)\)

\[
\begin{equation*}
(x+y): a+b=\sin (a+\theta): \sin (n+\varphi) \tag{8}
\end{equation*}
\]

Ihminating \(\theta\) between (8) and (4),
\[
\begin{equation*}
\left\{\frac{(x+y)^{4}}{(x+b)^{n}}-\frac{2 b(x+y)^{5} \operatorname{con} a}{a+b}+b^{y}\right\} \sin ^{2}(a+\phi)=(x+y)^{4} \sin ^{2} a \tag{5}
\end{equation*}
\]

Miminating \(\theta\) between (2) and (8),
\[
\begin{align*}
{\left[\left\{b^{2} x^{2}-x^{2}(x+y)^{2}\right\}^{2}+\right.} & \left.4 a^{2} b^{2} x^{4}(x+y)^{2} \sin ^{4} \alpha\right] \sin ^{4}(\alpha+\varphi) \\
- & 2 a^{2} \sin ^{2} a(x+y)^{4}\left\{b^{2} x^{2}+x^{2}(x+y)^{2}\right\} \\
& \sin ^{2}(\alpha+\varphi)+a^{4}(x+y)^{4} \sin ^{4} \alpha=0 \tag{6}
\end{align*}
\]

Fliminating \(\sin (a+\phi)\) between (5) and (6) we got an equation in 5 and \(y\) Which with (1) gives \(n s\) the valne of \(x\).


\section*{PROBLETE.}


1. The point of intersection \(K_{a}^{\prime}\) of the tangent drewn to the circumeircle about the triangle \(A B C\) at \(A\) and the side \(B C\) it harmonic conjugate to \(K_{\mathrm{a}}\) with respect to \(B C\). ( \(K_{a}\) is the point where the symmedian line throngh \(A\) of the triangle \(A B C\) meets the aide \(B C\).)
2. The point \(K_{a}^{\prime}\) in the center of the Apollonius circle paaing throngh \(A\) of the triangle \(A B C\).
8. Grebes point is on the line joining the middle point of any aide of a triangle with the middie point of the altitude to this side.



Bhow that the tangent plane at any point of the andice \(\boldsymbol{m}^{2} x^{3}+b^{2} y^{5}+c^{2} \mathbf{1}^{1}\)
 linew at right anglet to one another.

\section*{CALCULUS.}


\section*{SOLUTIONE OF PROBLEMS.}

\section*{}

The floor of a veult forme a mace, and all mectiont parallel to it are cquthrm. The two vertical eection throagh the middle proints of the oppoalte aldes of the loor are equid cen-circiea. Fiad the convex marface and the voiume of the varit.




Let \(A B C D\) repreaent the base square, side \(=2 a\), and \(K E I\) and \(G P I I\) the two equal semi-circles, radius=a. Let LMNO be another square parallel to the base square, and at the distance \(P D=x\) from it. The area of LMNO is=4 \(\left(a^{*}-x^{*}\right)\),
\[
\therefore \text { Vol. }=4 \int^{4}\left(a^{2}-x^{2}\right) d x=f a^{2} .
\]

Denoting \(\angle P E Q\) by \(\theta\), we have for the surface

\(\int_{0}^{4 \pi} 8 \cos ^{2} d\left(a^{f}\right)=8 a^{2}\). Or for the volume, \(d V=4 a^{*} \cos ^{2} \theta d x\), where \(x\) in the vertical distance. \(x=a \sin A ; d x=a \cos A d \theta\).
\[
\therefore V=4 a^{3} \int_{0}^{1} \cos ^{2} \theta d \theta,=a^{3} \int_{0}^{2 \pi}(\cos 3 \theta+8 \cos \theta) d \theta=8 a^{2}
\] 0416.

The convex surface of the vault is equivalent to the surface of a right cir-
euler cylinder intercepted by another right circular cylinder, their axes intersecting at right angles, the two cylinders being equal, and the diameter of each equal to that of the vertical sectiona of the varit.
\(\therefore\) Letting the radius \(=a, s=8 a \int_{0}^{\pi} \int_{0}^{\sqrt{0-5}} \frac{d x d y}{\sqrt{a^{0}-x^{2}}}=8 a^{1}\), the equa-
tions of the cylinders being \(x^{4}+x^{8}=a^{4}\), and \(x^{4}+y^{4}=a^{8}\).
The volume is equivalent to that of four wedges cut from the cylinder, \(x^{3}+y^{5}=a^{1}\), by the planea, \(x=0\), and \(x=x\).
\[
\therefore V=8 \int_{0}^{=} \int_{0}^{\sqrt{a^{-x}-x^{3}}} \int_{0}^{8} d x d y d s=\frac{8 a^{z}}{8}
\]

Ano molved by E. L. 3HER WOOD and f. 3. M. zerer.

\section*{}


I have a circular meotion bantin 12 inchess in perpendicaler halght; the diametore ere mfollows: At base, 2 inches; one inch perpendicelar height, 8 inchee ; two inches pormadicular halgbt, 18 inches ; three inchee perpendicaiar halght, 54 inchew; and \(\omega 0\) on, the limeter beiag trebled for overy inch in beight. After a rain the weter ia the bedin is dix nebsen deep, what wae the rainfall?

 nove, and the ranolit.

The berin is generated by revolving the curve \(x=3^{\prime \prime}\) about the axie of \(y\).
\[
\begin{aligned}
& \text { Volume of wator }-\pi \int_{0}^{4} x^{2} d y=\pi \int_{0}^{4} g^{s v d y} \\
& V=x \frac{8^{1} y-1}{8 \log ^{8}}=\frac{681440 \pi}{2 \log 3} .
\end{aligned}
\]

Let 3 edepth of rain-fall, then since radius of top of berin \(=3^{18}, V=\pi^{84} x\) :
\[
\therefore z=\frac{585720}{862429686481 \log ^{3}}=.00000086 \text { inchee. }
\]
 P. Margionㄴ

Call \(x\) the length of any radius, and \(y\) the vertical dietance, \(y\) being 1 at te bottom of the basin. Then the equation of side of bacin is \(x=8^{y-1}\),
\(V=\pi x^{*} d y, V=\pi \int_{1}^{4} 3^{2 y-8} d y=\frac{\pi\left[81^{12}-1\right]}{3 \log 8}\).
The radios of npper base \(=3^{11}\). Call \(R\) the rainfall, then
\[
\pi 3 .{ }^{24} R=\frac{\pi\left[3^{18}-1\right]}{2 \log 3} . \quad R=\frac{3^{18}-1}{2.3 .^{84} \log 3}
\]

Aleo solved by 4. H. HOLMES, J. SCHFFFER, and B. F. YANNEY.

Errata. In last issue, page 120 , line 4 from bottom, for " \(\rho=\frac{\boldsymbol{\theta}^{\mathbf{3}}}{c^{\mathbf{2}}}\) " read, \(\rho^{2}=\frac{\theta^{2}}{c^{2}}\).

\section*{PROBLEMS.}
66. Propeced by GEOROE LThLEI, Ph. D., WL. D., Priseipal of Park 8ehool, 894 Ball Street, Porthat, Oregen.

A horse is tethered by a rope, a feet long, fastened th a post in a circular fence enclosing a circular piece of ground \(b\) feet in diameter. If the horse is outside of the foach over how much ground can be feed? If he is inside the fence over how much ground can he feed? \(b>a\) in each case.
66. Proposed by Prof. B. F. BURLeson, Oadida Onatle, Met York.

Find (1) the length \(s\) of the closed curve of the cardioid ; (2) its area \(A\); (3) if made to revolve about its axis \(2 n\), find the maximum longitudinal circumference \(C\) of the molid generated ; (4) find the surface \(K\) of the same ; (5) its volume \(V^{\prime}\); (6) the distancen \(x_{0}\) of the center of gravity of the solid from the origin \(O\); and (7) the distance \(g_{0}\) of the ceanter of gravity of the plane carve from the origin 0 .

\section*{MECHANICS.}

Conducted by B. F. FIIEEL, Springfield, Mo. All contributions to this department ahould be meat to kin.

\section*{SOLUTIONS OF PROBLEMS.}
81. Proposed by O. W. Arriaix, M. Sc., Profescor of Mathomaties in Mow Wiadeor Collage, Iot Findeor, Maryland.

A perfectly elastic, but perfectly rough mass \(\mathcal{M}\), and radius \(R\), rotating in a vertical plane with an angular velocity \(\omega\), is let fall from a height, a, upon a perfectly elatic bat perfecty rough horizontal plane. Determine the motion of the body after striking the plane. What will be its altimate motion?
II. Solution by G. B. M ETRR, A. M., Ph. D., Profoccor of Mathematios and Applied Eaieace, Turartan Colloge, Terarkam, Ariansee-Texas.

Let \(V\) be the vertical velocity of the center just before impact ; \(u\), \(v\), the horizontal and vertical velocities of the center just after the first impact; \(\omega\), the
alar velocity after first impact; \(u^{\prime}\) the velocity of the center just before the nd impact ; \(u_{1}, \omega_{8}\) the values of \(u, \omega_{1}\) just after the second. impact, \(k\) the ra1 of gyration.

The equations of motion for first impact are
\[
\begin{align*}
(v+V)\left(k^{2}+R^{2}\right) & =2 V\left(k^{2}+R^{3}\right)  \tag{1}\\
u\left(k^{2}+R^{2}\right) & =\omega R k^{2} \ldots \tag{2}
\end{align*}
\]

The geometrical condition for no sliding is
\[
\begin{equation*}
u-R \omega_{1}=0 . \tag{3}
\end{equation*}
\]
\[
V=1 / 2 a g, k^{s}=R^{2}
\]
\[
\therefore v=\sqrt{2 \overline{a g}, u}=\frac{8}{7} \omega_{0}, \omega_{1}=\frac{1}{1} \omega, u^{\prime}=\overline{v^{\prime}+u^{2}}=\frac{1}{4} v \cdot \overline{4 \omega^{8} R^{2}+98 a g} .
\]

If \(\beta\) be the angle the center of the sphere makes with the plane just after pact we easily get
\[
\cos \beta=\frac{u}{v^{\prime} \overline{u^{2}+v^{2}}}=\frac{u}{u^{\prime}}=\frac{2 R \omega}{v^{\prime} \overline{4 \omega^{2}} \frac{R^{2}+98 a g}{} .}
\]

Thus the motion is determined after striking the plane. Let \(F\) be the imlse arising from friction, then the equations of motion for secund impact are,
\[
\begin{array}{r}
M u_{1}=M u^{\prime} \cos \beta+F \ldots \\
\frac{5}{8} M R^{2} \omega_{8}=\frac{\$}{8} M R^{2} \omega_{1}-R F . \tag{5}
\end{array}
\]
\(d\) the geometrical condition \(u_{1}-R \omega_{2}=0\)
\[
\begin{equation*}
\therefore F^{\prime} / M=-\frac{2}{7}\left(u^{\prime} \cos \beta--R \omega_{1}\right), u_{1}=R \omega_{2}=\frac{8}{4} u^{\prime} \cos \beta+\frac{8}{8} R \omega_{1} \text {, } \tag{6}
\end{equation*}
\]
\(\mathfrak{\imath}{ }^{\prime} \cos \beta=R \omega_{1}, \therefore F / M=0\), and no impulsive friction is called into play afthe first impact. Hence the center of the sphere describes the same parabola er each impact and the ultimate motion is the same as that after striking the ne.

\section*{III. Sclettion by the PROP08sr.}

Each motion of the sphere may be considered, in its reactionary effect, mately. The motion of translation will cause the sphere to rebound after \({ }^{6}\) impact to its original altitude. The time taken to attain the altitude \(a\) will
\[
t=\sqrt{\frac{2 a}{g}}
\]

The effect of the motion of rotation may be considered in this way: Let rotating sphere be brought into contact with a plane slowly. The sphere will, conse, roll along the plane. The energy of translation and rotation being pal to the original energy, \(E\), we shall have the same result in the case
under consideration, that is, we shall have the same velocity parallel to the plane, and the same angular velocity as if the sphere were in contact with the plane, because there is no slipping at the instance of contact.

Let \(v_{1}=\) velocity parallel to the plane. Then \(\frac{v_{1}}{R}=\) new angular velocity \(=\omega_{1}\).
\[
\begin{aligned}
& E=t M R^{2} \omega^{2} . \\
& \text { Energy of translation }=\$ M v_{1}{ }^{3} \text {. } \\
& \text { New energy of rotation }=\boldsymbol{t} M R^{2} \omega_{1}^{8}=\boldsymbol{t} M v_{1}^{2} \text {. } \\
& \therefore f M R^{2} \omega^{2}=\$ M v_{1}{ }^{2}+\frac{t}{} M v_{1}{ }^{2} \text {. Whence, } \\
& v_{1}^{2}=\frac{8}{4} R^{2} \omega^{2} . \\
& \therefore v_{1}=\sqrt{ } R \omega \text {, and } \\
& \omega_{1}=\sqrt{ } \text { 直 } \omega \text {. }
\end{aligned}
\]

The distance which the sphere will move parallel to the plane while it it attaining its highest altitude will be \(=t v_{1}=2 \sqrt{7 g}\) \(R c o\).

From these data, knowing that the curve will be a parabola, we obtain
\[
y^{2}=\frac{4 R^{2} \omega^{2}}{7 g} x,
\]
the highest point in the origin. The distance between first and second impact is \(4 \sqrt{a / 7 g} R c\). As to the subsequent motion, we have the equation of energy
\[
\frac{t}{} M v_{1}^{2}+t M v_{1}^{2}=\frac{1}{2} M v_{2}^{2}+t M v_{2}^{2}, \text { or } v_{2}=0
\]
and the subsequent parabola will be the same as the first.

\section*{PROBLEMS.}
 lege, Mow Viadeer, Margiand.

A thin board of which the elements are given is balanced at the conter but inclined at an angle. A sphere of known dimensions is put directly above the point of anopenaion and liberated. Find the motion of the syatem. That is, find (a) the time antil the aphere leavee the board, (b) the ultimate angular velocity of the board.
88. Propead by B. F. FILITH, A. M., Profeacor of Machematior and Phyaice, Drery Oolloger Ametating Miscomet.

A prolate epheriod of revolution is fixed at its focus; a blow is given it at the extrea. ity of the axis minor in a line tangent to the direction perpendicular to the axia major. Find the axie sbout which the body begins to rotate. [From Loudon's Rigid Dymamice.]

\section*{DIOPHANTINE ANALYSIS.}

Condected by J. M. OOLAW, Monteroy, Va. All contribetions to this dopertmont should be seat to him.

\section*{SOLUTIONS OF PROBLEIS.}
37. Propoed by A. A. Beth, Box 184, Ellleboro, Ilimote.

Find the first four integral values of \(n\) in \(\frac{n(5 n-3)}{2}=0\).
1. Solution by the PROPOSER, and Prof. J. SCHintiz, A. M., Bagurntown, Marglad.

Let the heptagonal numbers \(\frac{n(5 n-3)}{2}=0=y^{2}\). Clearing of fractions, ren multiplying by 20 and adding 9 to both sides, \((10 n-3)^{2}=40 y^{2}+9=0=x^{2}\). . \(n=(x+3) / 10 \ldots . .\). (1). Let \(x^{2}-40 y^{2}=9\) be written \(3^{2} x_{1}^{2}-40.3^{2} y_{1}^{2}=3^{8}\). ividing by \(3^{2}\) and solving \(x_{1}^{2}-40 y_{1}^{2}=1\), the convergent of \(\sqrt{2} 4\) is \(19 / 3\). . \(x_{1}=19\); by the general formula \(x_{n+1}=2 x_{1} \times x_{n}-x_{n-1}\), we have \(x_{1}=1,19,721\), 7379, 1039681, 39, 480, 499, etc. As \(x=3 x\), and as integral values for \(n\) can aly be obtained by the numbers ending in 9 , then in (1) \(n=1,6,8214\), nd 11844150.

\section*{}

The expression readily reduces to \(10 n^{2}-6 n=0 \ldots \ldots\) (1). It is readily een that \(n=1\) satisfies this equation. Take \(n=m+1\), substitute it in (1), reduce nd we have \(10 m^{2}+14 m+4=\square=\) (say) \((p m-2)^{2}\), from which we obtain \(n=(4 p+14) /\left(p^{2}-10\right)\). Take \(p=4\) and we have \(n=5\), and \(n=6\), the second ralue. Now take \(n=m+6\), substitute in (1) and reduce as before and we find, \(n=43\), and \(n=49\), the third value. In \((4 p+14) /\left(p^{2}-10\right)\) take \(p=19 / 6\), \(D^{2}-10=1 / 36\) and we have \(m=960\), and \(n=961\), the fourth value.
m. Soletion by M. A. GRUspR, A. M., War Dopartmont, Welliagton, D. C.

If we put the expression equal \(x^{*}\) and reduce, we readily obtain \(10 n=3 \pm \sqrt{40 x^{2}+9}\). Putting \(x=1,2,9,40\) and 77 , respectively, I find the first four integral values of \(n\) to be, respectively, \(\pm 1,6,-25\), and 49.
28. Propoesd by H. C. WwEes, 8kull Run, Weet Virginia.

Let \(n\) be any number and let \(n^{3}+1=x\).
Then \(x^{2}+(2 x-3)^{2}+(n x-3 n)^{3}=n^{3} x^{3}\). Demonstrate.
I. Salation by O. W. AMriBOII, M. 8e., Profereor of Mathematioe in Mow Windsor College, Mav indeor, Marglased.

The simplest way is to substitute the value of \(x\) and expand. An identity the result.
 Subotituting \(n^{3}+1\) for \(x, \quad\left(n^{3}+1\right)^{3}+\left(2 n^{3}-1\right)^{3}+\left(n^{4}-2 n\right)^{8}=\left(n^{4}+n\right)^{3}\),
which, if we put \(c\) for \(n\), is the same as equation (12) on page 155 of Vol. II., No. 9 of the Mathematical Magazine, and is an identity as will be found by performing the indicated operations and adding.

Ohlo.
Suppose the statement true : \(x^{8}+(2 x-3)^{3}+(n x-3 n)^{8}=n^{2} x^{2}\).
Then, \(x^{8}+8 x^{2}-36 x^{2}+54 x-27+n^{3} x^{8}-9 n^{2} x^{2}+27 n^{2} x-27 n^{2}=n^{2} x^{2}\).
Whence, \((x-1)\left(x^{2}-3 x+3\right)-n^{2}\left(x^{2}-3 x+3\right)=0\). Whence, \(x-1-n^{2}=0\).
Whence, \(n^{2}+1=x\), which is the hypothesis. \(\therefore\) The above supposition is true.
 Enaraille, Teancence.

Performing the operations we have
\[
\begin{gathered}
x^{3}+8 x^{3}-36 x^{8}+54 x-27+n^{3} x^{3}-9 n^{3} x^{2}+27 n^{3} x-27 n^{3}, \text { or } \\
9 x^{3}-36 x^{2}+54 x-27+n^{3} x^{3}-9 n^{2} x^{3}+27 n^{8}(x-1), \text { but } n^{3}=x-1
\end{gathered}
\]
hence \(9 x^{2}-36 x^{2}+54 x-27+n^{2} x^{3}-9 n^{3} x^{2}+27(x-1)^{2}\), which upon reductiou gives
\[
\begin{gathered}
9 x^{3}-9 x^{2}-9 n^{3} x^{2}+n^{3} x^{3},=9 x^{3}-9 x^{2}-9 x^{2}(x-1)+n^{2} x^{3} \\
=9 x^{3}-9 x^{2}-9 x^{2}+9 x^{2}+n^{3} x_{3},=n_{3} x_{3} .
\end{gathered}
\]

Aleo solved by J. H. DRÚKMOND, K. A. GRUBER, J. SCHEFFER, and G. B. M. EERR.
29. Propoese by F. P. MTTZ, M. 8e., Ph. D., Protecoor of Mathematios and Actrosomy in Irviag Oolingh, Mochariesbure, Peanaytrania.

The \(m^{\mu h}\) root of the \(n^{\mu h}\) power of an integral number is a perfect \(p^{\boldsymbol{\mu}}\) power. What is the number?

Solutione by J. H. DRUMMOMD, LI. D., Porthand, Mine ; M. A. ORUBER, A. M., Wachiacton, D. O., and J. scuarrish, 4. H., Hageratown, Merjland.

Let \(x^{1+m}=a^{p}\), then \(x=a^{p m}\), in which \(a\) may be any integral number : for the \(n^{\text {dh }}\) power of \(a^{p m}\) must also be a \(p^{\text {in }}\) power. [J. H. Drumiond.]

Manifestly any whole number raised to the nıp power.
[J. Scheffer.]
Let \(x=\) the integral number. Then \(x^{n+m}=a^{p}\). Raising to \(m^{\mu n}\) power and extracting \(n^{\boldsymbol{\mu}}\) root, we obtain \(x=a^{m p+n}\), or \(n \sqrt{ } a^{m p}\). \(\therefore\) The required integral number is the \(n^{\text {th }}\) rout of the \(m p^{t h}\) power of any integer, mp being a multiple of \(n\). [M. A. Grubir.]

\footnotetext{
Aleo molved by G. B. M. ZERR.
}

\section*{FROBLFIES.}

 unle s equare.
 If iny ponitive integral number \(N\) be divided by another poaitive integral number \(D\), meving a remadnder of 1 , then any podtive integrel power of \(N\), divided by \(D\), will henw in maniader of 1.

\section*{AVERAGE AND PROBABIㄴITY.}


\section*{s0LUTIONS OF PronLetg.}

What in the average aree of all trianglen heving a given bace, 3 , and a doven vertleal nifo, at

Stietiga by the genocere.
Let \(A B C\) be a triangla whooe base \(A C=b\) and vertical angle \(A B C=a\). , \(B C=x, \angle B A C=\theta\), and \(\triangle\) wverage area required.
Thon \(2=\frac{b}{\operatorname{tin} e} \sin \theta ;\) and \(B D=\sin \angle B C A\)
\(=\frac{b}{\sin \alpha} \sin \theta \operatorname{tin}(\theta+a)\)
\(\therefore\) Are of the triangle \(=\frac{b^{2}}{2 \sin \alpha} \sin \theta \operatorname{tin}(\theta+w)\).
The limite of \(\theta\) are 0 and \(\pi-\infty\).

\[
\begin{aligned}
& \quad \int_{0}^{\pi-\frac{b^{2}}{2 \sin \alpha^{2}} \sin \theta \sin (\theta+a) d \theta} \\
& \int_{0}^{+\pi} d \theta \\
& =\frac{b^{2}}{2(\pi-a) \sin \alpha}\left[\left(-\frac{1}{\sin \theta} \theta\right.\right. \\
&
\end{aligned}
\]

Corollary. Let \(\alpha=1 \pi\); then \(\Delta=\frac{b^{2}}{2 \pi}\), the same as problem 26.
 above problem and solution ave inserted that problems be numbered consecutively. [piroz.]
29. Propoed by Jome dornill, Jr., Pribiolphia, Peanagivania.

Neglecting perturbations, what is the average distance of the earth from the san ?
 ty, Athenas, Olido.

The focus being the pole, the polar equation to the ellipse is
\[
\begin{equation*}
r=\frac{a\left(1-e^{2}\right)}{1-e \cos \theta} . \tag{1}
\end{equation*}
\]
I. The radii vectores being drawn at equal angular intervals,
\[
m^{\prime}=\frac{\int r d \theta}{\int d \theta}=a\left(1 \rightarrow e^{2}\right) \frac{\int_{0}^{\pi} \frac{d \theta}{1-e \cos \theta}}{\int_{0}^{4} d \theta}=a v^{\prime} \overline{1-e^{8}}=b .
\]
II. If \(x\) be the abscissa of any point on the curve, the focal distance is
\[
\begin{equation*}
\text { and } m^{\prime \prime}=\frac{\int_{-a}^{+a}(a-e x) d x}{\int_{-a}^{+a} d x}=a \tag{2}
\end{equation*}
\]
the points on the curve being so taken that their abscissas increase uniformly. III. If the number of radii vectores depends upon the length of the curve,
\[
m^{\prime \prime \prime}=\frac{\int r d s}{\int d s},
\]
ds being an element of the curve.
Also solved an I. above by Prafs: F. P. XATZ, and O. W. ANTHONY, and an III. by Praf. G. B. M. EERR.

\section*{PROBLEIS.}

\section*{37. Proposed by Hiniry hratol, M. So., Atlantlo, lown.}

Required the average area of all triangles two of whose sides are \(a\) and \(b\).
 morit

Two arrowe arenticking in a circolar target : show that the chance that their dietanace
 35.]

\section*{MISCELLANEOUS.}


\section*{8OLUSIONS OF PROBLEMES.}

\section*{}

Prom in polnt \(P\) withont a sqaare field \(A B C\), the ditancee \(P A, P B\), and \(P C\) nemsored ) the cornera ere, reapectively, 70,40 , and 00 ebaine. What is the aren of the fold ?

Lat \(a>b>c\) equal the distances 70,60 , and 40 , and let \(x=a\) side of the quare field. Then \(\cos A=\frac{a^{2}+x^{2}-c^{2}}{2 a x}\), and this multiplied of \(a=A F=\frac{a^{z}+x^{4}-c^{4}}{2 x}, A F-A B=B F=E P=\frac{a^{8}-c^{2}-x^{8}}{2 x}\); bein, aloo, \(B \bar{E}=\frac{b^{2}-c^{2}-x^{2}}{2 x}\).
\[
\begin{equation*}
\therefore \frac{\left(a^{2}-c^{2}-x^{4}\right)^{2}+\left(b^{2}-c^{4}-x^{4}\right)^{2}}{4 x^{4}}=e^{2} \tag{1}
\end{equation*}
\]
\[
\begin{equation*}
1-\left(a^{2}+b^{2}\right) x^{4}=c^{8}\left(a^{4}+b^{8}\right)-\frac{a^{4}+b^{4}+2 c^{4}}{2} \tag{2}
\end{equation*}
\]


Area of square \(=x^{8}=5\left[a^{3}+b^{4} \pm \sqrt{4 c^{4}\left(a^{2}+b^{8}-c^{2}\right)-\left(a^{2}-b^{2}\right)^{5}}\right] \ldots\) (8).
Then area required \(=(8500 \pm 6516.901)+2=750.841\) or 99.155 acres.
The second is the velue required ; the other in for point within the field.



Let \(A B C D\) be the equare, \(O A=70=a, O B=40=c, O C=60=b, O\) the ori\(\mathrm{n},(x, y)\) co-ordinates of \(A,(u, v)\) co-ordinates of \(C, \angle A B E=\theta, \angle E B C=-\frac{\pi}{2}-\theta\).
\[
\therefore(x-c)^{2}+y^{2}=(u-c)^{2}+v^{2}, x^{2}+y^{2}=a^{2}, u^{2}+v^{2}=b^{2} \ldots \ldots \ldots(1,2,3) .
\]
\[
\begin{equation*}
\tan \theta=\frac{y}{x-c}, \cot \theta=\frac{v}{\psi-c}, \therefore \frac{y}{x-c}=\frac{v-c}{v}, \therefore y v=(x-c)(u-c) . \tag{4.}
\end{equation*}
\]
(2) and (8) in (1) and (4) given, \(2 c(x-\varepsilon)=a^{8}-b^{2}, \ldots \ldots \ldots . .\).
\[
\begin{aligned}
& \left\{4 a^{2} c^{2}-\left(a^{2}-b^{2}\right)^{2}-4 c u\left(a^{2}-b^{2}\right)-4 c^{2} w^{2}\right\}\left(b^{4}-w^{2}\right)=\left(a^{2}-b^{4}+2 w c-2 c^{3}\right)(w-c)^{2} . \\
& \therefore\left(74175-520 u-16 w^{2}\right)\left(3600-\psi^{*}\right)-(44-96)^{2}(\pi-40)^{2} . \\
& \therefore 82 u^{3}-2840 u^{2}+825 u+8157875=0 \text {. Let } u=\varepsilon+8 y_{1} \text {. }
\end{aligned}
\]

This equation has three roota.
\(\therefore z_{1}=28.02208, s_{s}=86.23197, z_{3}=-58.43863\).
\(\therefore \varepsilon_{1}=5260541, w_{2}=65.81530, u_{2}=-28.85530\).
\(\therefore x_{1}=69.35541, x_{8}=82.50580, x_{3}=-12.10580\).
\(\therefore y_{1}=9.47772, \quad y_{1}=68.94585\).
The first values satiofy the problem in question; the second must be rejected as not admiseible; while the third values aatisfy the problem for the point within the field.
\(\therefore\) area \(A B C D=(x-0)^{5}+y^{\prime}-951.5672\) square chaing \(=95.15672\) acres.
When the point is within field, area \(=(x-c)^{8}+y^{8}=7488.424\) equase chaing- 746.8424 acres.

Ano molved by 0 W. AIVTHONY.
 traser.

Giveu a variable paralielogrom \(A B C P\), whore \(P\) remaina fixed. \(A\) moves on an in regalar plane eurve (ciosed) and \(C\) moves on another irregular plane curve (cloned) whow plane is parallel to the plane of (A) curve. The ganerator PC moves completaly around and retarne to fta initisl position, \(A B\) always moving parallel to \(P C\), nad, of coarse, retarna to Ita fattial poaition. If diatence botweon planes ( \(A\) ) and ( \(C\) ) \(=\boldsymbol{h}\), ahow by olementary mathe matice and withoat aning theorem of Koppe that volame of solid generated by variable parallologram \(A B C P=i h\) (area generated by \(A P+\) areas ganerated by \(B C\) ).


\section*{PROBLTME.}

Guppose two cylindireal iron ehnita, ench 8 inches in diemeter and reapectively, s and 40 feet in height, are both atinding perpendicalat at the sea level. They atert fo foll th atill atr, bow tone whll it require ench one to fall to n horisontal poattion?
 luge, mand Rom, Oalthoratia

A atraight inflexible bar of uniform weight and thickneas, length \(m\) is anspended at the two ends by a string without weight, length \(l>m\) pasaing freely over a peg driven in a perpendicaler wall. Describe and analyse the curve traced on the wall by the ende of the hanging bar.

Nors.-Problem No. 43, Calculus, should read as suggested by Dr. E. A. Bowser on page 60 of February number. Prof. Black had noted the correct form in his copy of Williamson, and so sent it to the Montrly, but an error was made in printing the expression. A letter from Dr. Williamson, Trinity College, Dublin, Ireland, acknowledges the error in his work, and says it will be corrected in the ferthcoming new edition of his book.

4-:
4ter

Mid
Wamrid.- Some one to give a list, partial or complete, of the curves of thenerth degree that have received particular names, such as the "Lemniscate," "هethed Het," "Devil's Walking Stick," "Conchoid," etc.

Coopre D. Schmitt.

\section*{BOOKS.}

Warren Colburn's First Lessons : Intellectual Arithmetic upon the InducLive Method of Instruction (1891).
H. N. Wheeler's Second Leseons (1893). Boston, New York, and Chicago: Houghton, Mifflin and Company.

First Leecons, which hae been famous for three-fourthe of a century, contains, beeldee the foar fandamental operations, little but fractions and denominate nambers. It hase no rales and but little written work. It followe the inductive method-the method of"Practice before Theory"-which is based on the soundest paychological principles. This book ehould be in the hands of every teacher, whether ased as a clase book or not.

Wheeler's Second Leseons is intended as a continuation of Colbarn's First' Leseons, and is well adapted for that parpose.
J. M. C.

Logarithmic Tables. By Professor George William Junes, of Cornell University. Sixth Kdition. Royal 8vo. Cloth. 160 pages. Price, \(\$ 1.00\). Published by the author.

Theee are the beat tables that we have yet seen. Eighteen tables (four-place, aixplace, ten-place) with full explanation for their use, for nee in the clase-room, laboiatory, and the office. The tables of Mathematical Conatants, Chemistry, Engineering, and Phytiea demerve special mention. Also Table IX which gives the prime factors of compoeite nambers leas than 20000, and Tables X and XI which give the squares and cabes of all
three figure numbers in fall. If you want a complete and valuable set of tables buy a copy of Prof. Jones, and you will need none other.
B. F. F.

Mathematical Papers Read at the International Mathematical Congreen held in Connection with the Columbian Exposition, Chicago, 1898. Edited by the Committee of the Congress, E. Hastings Moore. Oskar Bolaa, Heinrich Maschke, Henry S. White. Large 8yo. Cloth, 412 pages. Price, 84.00, New York: Macmillan \& Co.

This important collection of important mathematical papers is given to the matbematicians of all time at no small amonnt of labor at the hands of the editors.

It is eapecially fitting that theee papers, many of which indicate the high-water mark of the development of mathematice at the present time, should be collected and bound for the benefit of the mathematicians of the centuriee yet to be.

Nother the management of the Bxposition nor the government of the United statee had made any provisions for the pablloation of the proceedings of any of the Chloago Congreaces. No pabileber wee found willing to lage the papers at his own risk.

At last a guarantee fund of one thousand dollars in all was subsoribed, alx handred dollars by the American Mathomatical Boclety, and four hundred dollars by mombers of the Bociety and ollmer matho: maticians. On the baals of this guaranty fund the publication of the volume of the papers was madis poadble, the Amerioan Mathomatical Bociety assuming the financial, and the Chicago Commettice the editorial responalbility. Praface.
B. F. F.

\section*{NOTES.}

Dr. William B. Smith, of the Tulane University of Louisiana, has in press the first volume of his Infinitisimal Analysis.

The June number of the Monthiy will be mailed about the 16th of the month. In this issue will appear the biography of Mr. W. J. C. Miller.

Dr. George Bruce Halsted, of the University of Texas, and Dr. David E. Smith, of the Michigan State Normal School, will spend the summer in Europe. Dr. Halsted will visit Paris, Genoa, Buda Pest, Moskow, Kazan, etc.

Errata. In Prof. G. B. M. Zerr's paper, "The Centroid of Areas and Volumes," in value of \(\bar{x}\), bottom of page 73 , in numerator read \(\frac{1}{2}(2 p+1)\) for " 14\() 2 \mu+1\) )," and in denominator read \(\frac{k}{2}(2 n+1)\) for " \(\frac{k}{2}(2 n=1)\) " and \(\frac{h}{2}(2 m+1)\) for " \(\frac{h}{3}(2 m+1)\). Page 75, line 8 read \(\left(\frac{z}{c}\right)\) for" \(\frac{z}{c}\)." Page 102, last line, read \(-a^{4} \log \left(\frac{a^{2}+4 h+2 v \overline{2 a^{2} h+4 h^{2}}}{a^{2}}\right)\) for \({ }^{\prime \prime}-a^{4} \log \left(\frac{a^{2}+4 h+\sqrt{2 a^{2} h+4 h^{2}}}{a^{8}}\right)\) " Page 103, first line, last expression in numerator read \(\overline{1 \cdot 2 a^{2} h+4 h^{2}}\) for " \(v\) ' \(2 a^{2} h+4 h^{2}\) " and in second line read \(d x\) for " \(b x\)."

w J C miller.

\section*{THE \\ AMERICAN MATHEMATICAL MONTHLY.}

Fntered at the Pont-omce at Springtield, MIseour, as Becond-olans Mall Mattor.

\section*{BIOGRAPHY.}

\author{
MR. W. J. C. MILLER.
}

\author{
BY B. F. FINKRL.
}

JHE native place of Mr. Miller is in one of the most beautiful parts of the South coast of England. Of this district he has given a sketch in an article (in Nature-Notes for August, 1894) entitled a "Devonian Headland," which he describes as lying deep within the great West Bay of Dorset and 'evon, and to which sea-birds have always flocked as to a chosen retreat. The pland chalk downs end in lofty cliffe that run sheer to the water's edge : and loee by, both east and west, clear brooks, which spring from the underlying reen-sand, have worn out charming little valleys that bear the Celtic name of ombes. The headiand itself bears a Norse name, derived from a village that ies in the eastern valley, -it was a little way off on the shores of the same great may, that the Norsemen had their first historic conflict with the English—but the village itself might well bear a similar place-name with its western neighbor, and be called more appropriately, Chalcombe.

The district was a perfect paradise of birds, with which he became perfectIy familiar as a boy, and on which, in later life, he loved to write articles describing their various habits. The mobbing, by a mingled flock of rooks and jackdavs, of a pair of ancient ravens that had built for ages in a neighboring cliff, till, at last, the powerful ravens, worn out by numbers, would find shelter from their tormentors in some wood, or cleft, or cave : the motions and chirpings of the stone-chats and the win-chats in the furze-bushes: the swift and daszling fight of the king-fisher : the finding of the habitat of the dipper or water-ouzel\(\rightarrow\) song-bird that dives, and wades, and swims-watching its motions under water, and finding its nest year after year in the same stream : and the delight-
ful turr-turr of the turtle-doves in the woods, reminding him that, for aix months, he might say, with Virgil's Melibæus,
"Neo gemere cerls comeabit tartur ab ulmo'":
these and many such sights and sounds he was ever delighted to recall and record.

In such pleasant regions as these, Mr. Miller was.born, on Augast 31, 1832 ; here he roamed as a boy, always fond of books ; and amid these scones he acquired that love of Nature, and especially of bird-life, that never afterwards deserted him. From the village-school he went to the Independent College of Taunton in Somerset, where he had for a time, the teaching of a distinguished Mathematician ; and frum there he matriculated with mathematical honore at the University of London. Then came the great disappointment of his life. Ho was desirous to enter the great mathematical University of Cambridge; bot hin parents belonged to the sect that had trampled down King, Church, and Aristocracy, one after the other ; that had formed an army that had never met, either in the British Islands or on the Continent, an enemy that could stand its onset ; and had sent across the Atlantic a band which, fleeing from persecution, had founded the third home of the great English race. Thus they could not endure thast 2 son of theirs should submit to the tests then imposed in the University; so be had to give it up. Years afterward, he learned from eminent mathematicians, that the best of all science was learned by one's own self, and never derived from any Professors at College or University. But he would then have gladly submitted to any test, if he had been allowed.

So he turned to study and instruction in mathematics ; and after teaching at various Institutions, became finally Professor at Huddersfield Cullege in Yortshire, where he remained many years, till he took the post that he now holds. There it was that he devised, and, after many trials, got a Publisher to undertake, the series of Volumes that he has edited ever since, and of which he is now engaged upon the sixty-fifth Volume. It was in 1861 that he conceived the idea of devising some plan whereby the contributions to the mathematical columns of ths Educational Times, which had been for some years under his Editorship, might be presented, apart from other matter, in a more convenient form than could be furnished by the pages of the Journal ; and, after ascertaining the views of his contributors, and obtaining promises of support, the mathematical solutions that appeared in each number were, from Midsummer, 1863, printed off, in the narrow columns then in use, from the journalistic types; and at the end of a year the collection was. in July, 1864, issued as the first of the series. By and by the narrow columns were altered to wider columns; and then the contributors were not content to wait a year for their articles : thus, ultimately, the issues took place at half-yearly intervals.

The series that took its rise from such small beginnings has gone on continuously from that time to this; and is going on still. After 25 years it wes necessary to issue a second edition of the first volume ; and this was brought out with improvements, unifurm with the other Volumes, in the wider columns, in
1886. In these Volumes there have appeared, from time to time, articles in almost all branches of Mathematics, and the leading Mathematicians of all countries have continuously helped the work forward. One valued contributor, among early ones, was Dr. Hirst, F. R. S., who developed, in various articles, those elegant branches of Geometry in which all took a deep interest; and who, at last, collected and published his contributions in a separate Volume. Other important contributors to the early Volumes were Professor Cayley, to whom many articles were due; and the too-early lost Professor Clifford, who, being a fellow Devonian with the Editor, began to write when he was flying kites, and continued to furnish articles that increased in number and value through many volumes, accompanied by letters to the Editor that contained comments and developed views that were often more interesting than the articles themselves. The comparatively new theory of Local Probability was largely develuped in the early Volumes by such writers as Woolhouse, Clarke, Crofton, Stephen Watson, our countryman, the late Professor E. B. Seitz who was a great master of difficult Probability Problems, and others. These contribulors have all passed into the silent land. From a contributor who, it is to be feared, is gettifig near it, Professor Sylvester, articles followed in such quick succession that, from the very earliest times, there were but three or four numbers of the Journal, and those through the merest inadvertence, that did not contain, till the very last, at least one of his articles.

In 1876, Mr. Miller obtained the highly responsible post of Executive Officer (Registrar and Secretary) of the General Medical Council, an office in which he has remained ever since, continuing to edit, at his leisure, the mathematical periodical that has now attained to its 65th Volume. Among Editors of Mathematice this is deemed to establish for Mr. Miller what is termed "a Record": seeing that no other Mathematical Editor has ever, it is believed, gone on so long, with such laborious work as this. Always interested in Literature, no less than in Science, he edited for his Students at Huddersfield College a Magazine in which there came forward young contributors who afterward attained to eminence, whereof one has recently written an able book on the geography and resources of Africa.

During this time, he has been living in the finest of all the suburbs of London, in that Richmond whose name has been transferred to many other places, notably to that city which figured so largely in the Civil War. Under the title of "a Bird-loved Suburb of London" he has written an article to set forth its Bird-life, and its many beauties.

Here he founded in 1887, a Literary Society of which he is still President, and before which, on March 20th, one of his Mathematical contributors, Mr. George Heppel, x. A., lectured on the "Origins of European Poetry." In the course of his introductory remarks that evening, the chairman, Mr. Miller, said, "We are this evening entering upon a new departure. Hitherto, the lecturers have been members of our own society, but, in bringing in now for the first time a lecturer from outside, we are adopting a course that might hereafter
be worked out with advantage by our able and energetic secretary. Mr. Heppel is a mathematician, and such men have long been found peculiarly sensitive to the influence of the sister-arts of music and poetry. The very greatent of all living mathematicians [Professor Sylvester] called the attention of the Royal Bocioty, twenty-five years ago, to the coincidence or parallelism, which observation has long made familiar, between the mathematical and the musical ethos : masic being the mathematics of the sense, mathematics the music of reason; the sool of each the same. Music the dream, mathematics the working life ; each to roceive its consummation from the other when the human intelligence, elevated to its perfect type, shall shine forth glorified in some future Beethoven-Gease."

Other doings of Mr. Miller's during his life in Richmond, and his official duties at the General Medical Council, are set forth in the following artide from the Richmond and Truickenham Times for August 17, 1889 :-

\begin{abstract}
" Thoee who atteaded the meetinge of the Blohmond Athensoum, and the far larger number whoread the reports of the proceedings of that body, are famillar with the pleasant, grecefully worded, and ofima erudite little apeeohes of Mr. W. J. C. Miller, a member of the councll who has alway been, in a dombin conee, a right-hand man to the chairman, altting upon his right on the platform, and always ready, howover abtruse the anbject, to save a debate from fagging by alling up the regulation ten mimuteen whith is marks which are always appropriate, often profound, invariably couched in the happleet wereth and abounding in quotations from the poets, dlaplaying a momory which is the admirattion of all. Cum paratively fow, however, in Rlohmond know of the laborious and dimoult dutiea in the worli of enmethmatics to which Mr. Miller has devoted himself for more than thirty yeare, as editor of the redmochmal Times, or of the poaltion which he han flled for thirteen years as the soie excoutive ofloer (reginerep eat ceoretary by name) in the management of the bualness of the General Medical Counoll.

With rogand to Mr. Miller's oditorial dutios, many ominont mathomaticians have givea maredes teatimony to their value. Thus Profeseor Bylvester-the ifat of living mathematiofane-apeaion of thite GAan excellent mathematioian, extensively and critically versed in all parts of the solence, a good witmp and locturer on rarions subjects of natural science and other parta of human knowledge bing outelde ith own more apecial pursuita, and a most able and painstaking editor. are of a high order; he is deeply skilled in rearly all the departments of the higheat mathemation, and th a novice in none. His labour as mathematical editor of the Educational Tymes, in which his own orighel papers are at company for thoce of our foremost analysta, is proof of that. It would be a mictake to anpone him a mere sohoolmaster or a mere mathematician. He is a sound classical scholar, and an eradiw man of letters." The late lamented Professor Olifford conoldered that the mathematical portion of the Educational TMines "has done more to suggent and oncourage original resoarch than any other Farogem periodiaal." Equally gratitylng worde are used by Bir Robert Ball, Profecsor Talt, Dr. Elrat, Bev. Dr. Booth, Professor Crofton, Colonel Clarke, Dr. 8. T. Hall, Profossor Townsend, Profemer Youth, Dr. Todhnnter, BeV, George Balmon, Professor Cayley, Profoseor Everett, and othefe whove atiahnems have ralsed them to the highest ominence. It has often been sald that by Mr. Millor's mathematiol work, the oulture and atudy of the science have been more adranced than by any two or three ageaces put together, in any or all parts of the world. When he commenced this important work he hed but what was then an uttoriy obscure and almost unknown journal to use as his means of intercomennalcation and publication. Now he has nearly five hundred vigorous cohtributors, from all parte of the globe. Many are educated. Hindoos (profossors and others); many are Americans or Aumtralian; metll more are Germans, Frenchmen, Ruselans, or Itallans; some are Spaniards; and some write tron the South American Repablics.

The multifarious work of the General Modical Councll has more than quadrupled aince Mr. Mmer took it in charge thirteon yeary ago. Bstablisned to carry ont the voluminous Medical Acts (whin cover Afty-nine pagen of the Medical Register), the Council had to take charge, in 1878, of all the deatitm in the emplre, and aince then of varions other mattern, including, quite recently, the regtatration of man Itary ofloorn. Many teatimonles to the appreciation of Mr. Miller's services have been given in the Councll, and by the medical nowapapers. Thus the Medical Press, in a recent article on the Geamel Medical Oouncil, mays that-"Every spssion marks a distinct Improvement in the buafmean aptithe of the Council, and in the amount of work accomplished, results which may falriy be attributed tin 30 amall degree to a more vigorous presidential conteol, and to the emciency of the buadneas arrangemente, which depend so much for thelr success on the services of a competent and attentive regirtrar." The Brllish Medical Journal, in reviewing the Linutes of the General Nedical Councll, may:-"The Voluie has been edited by Mr. W. J. C. Mller, B. A., the Reglstrar of the General Conncll, with the care which he has accustomed us to expect from him.' The Report of the Statistical Commettee of the General Medted
\end{abstract}
meth fa asother wort of which Mr. Miller has oharge, and in notiolng this the Medical Prese says-"W0 nave that ite compliation is chieny due to the enerey and noted mathematioal skill of Mr. Millor, the detirar of the Consoll, and if wo are correct in this asamption we oan only remark that both the prorlon and the Medical Connoll owe that gentleman inuch thanke for work which, though no doubt a laEP of love, minat invoive creat dovotion of time and mental capacity." Another work of the utmont portance to the pubitio, and for tho annual publication of which Mr. Millor is responalble, is the MedtI Incieter, which has now grown to a volume of 1,158 'pages. In addition to this thero is the Dentiat's pheter (En pages), bealdes the Medical Students' Reginter, the latter alone requiring 100 pagea. It would ith calt to epeat too highly of the care exhibited in the compliation of theee important works. Reforts to the ficsues for the present year, the Medical Press mays "They display all the progreadive improveInt whith has been manifented dnce Mr. Miller took them In hand."

Belncr an ardent lover of eolemce and Hierature, Mr. Miller has all his lifo atriven to ald othern in mines thelr delishta, by lectarea, writinga, and toaching. And all this wort, editorial and other, has man only waremanorative, but oarried on with no little outlay. But the world's beat workers have maje been the mont uncelish. Mr. Miller has at least the gratilication of lyowing that his favocrite ratta hare been'greatiy advanced by his offorta, and that he has earned the gratitude of many to have reaped the advantages of his self-denylag work."

Mr. Miller was one of the earliest members of the London Mathematical sciety; but as he found that, with his official duties, and his Editorial work, he rald not spare time to attend the Meetings, he was reluctantly compelled to regn his membership. Since that time, he has had to devote the whole of his nall leisure to the duties of his Editorship, which goes on increasing every onth, with new contributors from foreign countries, especially India, where an llarged interest is rapidly growing in all the articles that are pnblished in his onrnal. Mr. Miller is a great admirer of America aud American ways of manging ; he entertains a high opinion of our magasine, and says it is one of the best iat comes to him. He has a large circle of friends and admirers in America, rat of whom are contributors to the Mathematical Department in the Educaional Times.

\section*{TI: EEPONENTAL DEVELOPIENTY FOR REAL EXPONENTS.}

\author{
 Orlanes, Iouidana.
}

The Exponental Series is of such fundamental and far-reaching importice, it is so indispensable to all higher Analysis, that it seems strange so few if 15 deductions of it accessible to the Finglish reader should be carefully conduct; not even that given by Chrystal in his superb Treatise on Algebra can lay Lim to rigor. It may be worth while then, under no pretense of novelty, to atnpt to supply this lack. in some measure.
I. We consider the expansion given by the Binomial Theorem :
\[
\left(1+\frac{x}{n}\right)^{n}=1+n \cdot \frac{x}{n}+\frac{n(n-1)}{\underline{12}} \cdot \frac{x^{8}}{n^{8}}+\frac{n(n-1)(n-2)}{18} \cdot \frac{x^{8}}{n^{8}}+
\]
\[
=1+x+\left(1-\frac{1}{n}\right) \cdot \frac{x^{2}}{12}+\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \cdot \frac{x^{2}}{13}+.
\]
where \(x\) is finite and positive, while \(n\) is jositive and integral, and we ing whether this series tends toward a definite form and value as \(n\) increases wit limit.

We denote the differences \(1-\frac{1}{n}, 1-\frac{2}{n}, \ldots \ldots 1-\frac{k}{n} \ldots .\). by
\(d_{3}, \ldots \ldots d_{k}, \ldots \ldots\) and the products of these, \(d_{1}, d_{1} d_{8}, d_{1} d_{8} d_{3}, \ldots \ldots\). d \(\ldots \ldots d_{k}, \ldots \ldots\) by \(p_{1}, p_{z}, p_{2}, \ldots \ldots . p_{k}, \ldots \ldots\)

Then plainly \(1>d_{1}>d_{s}>d_{3}>\ldots \ldots .>d_{k}>\ldots \ldots\) and also \(1>p_{1}>p_{s}>p_{s}>\ldots \ldots>p_{k}>\ldots \ldots\).
In the expansion there are \(n+1\) terms, which we may write \(t_{0}, t_{1}\), \(\ldots \ldots t_{r}, \ldots \ldots t_{n}\). We consider the sum \(t_{0}+t_{1}+\ldots \ldots+t_{r}\) and denote it \(S_{r}\); then the sum of remaining \(n-r\) terms we denote by \(V_{r}\) so \(\left(1+\frac{x}{n}\right)^{n}=S_{r}+V_{r}\) where
\[
\begin{gathered}
\mathcal{S}_{r}=1+x+p_{1} \frac{x^{2}}{\frac{12}{2}}+p_{2} \frac{x^{2}}{18}+\ldots \ldots+p_{k} \cdot \frac{x^{k+1}}{\underline{1 k+1}}+\ldots \ldots+p_{r-1} \cdot \frac{x^{r}}{\left.\right|_{r}}, \\
V_{r}=p_{r} \cdot \frac{x^{r+1}}{\mid r+1}+p_{r+1} \cdot \frac{x^{r+2}}{\mid r+2}+\ldots \ldots+p_{n-1} \cdot \frac{x^{n}}{1_{n}} .
\end{gathered}
\]

Since \(n\) is to be taken great at will, \(r\) may also be taken great at woill yet always less than \(n\). We now ask, what becomes of \(S_{r}\) as \(r\) increases witl limit while always \(r<n\) ? Since all the \(p\) 's are \(<1\), it is plairy that
\[
S_{r}<\left\{1+x+\frac{x^{2}}{\underline{12}}+\frac{x^{2}}{\underline{13}}+\ldots \ldots+\frac{x^{r}}{\underline{1 r}}\right\} .
\]

However we can make each of the \(p\) ' \(s>1-\sigma\), where \(\sigma\) is emall at woill. is enough to prove this for the least of the \(p\) 's, \(p_{r}\). We have
\[
p_{r}=\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \ldots \ldots\left(1-\frac{r-1}{n}\right)>\left(1-\frac{r-1}{n}\right)^{r-1} .
\]
\(\operatorname{Now}\left(1-\frac{r-1}{n}\right)^{r-1}=1-\sigma\) if \(1-\frac{r-1}{n}=(1-\sigma)^{\frac{1}{r-1}}\), or if \(\frac{r-1}{n}=1-(1-\sigma)^{\frac{1}{r-1}}\),
\[
n \overline{\bar{y}}-\frac{r-1}{1-(1-\sigma)^{\frac{1}{r-1}}} .
\]

Now for any finite value of \(r\) hovecer great, and for any finite value of \(\sigma\) towever amall, this fraction on the right will always be finite and perfectly difinite, though perhaps very great ; hence it will always be possible to choose \(n\) equal or even greater (in case the fraction be not integral in value); hence it will always be possible to make \(p_{r}>1-\sigma\), no matter how great \(r\) or how small \(\sigma\), by merely choosing \(n\) great enough, and this we can always do, since \(n\) is quite at our will.
\[
\text { Hence } S_{r}>(1-\sigma)\left\{\left(1+x+\frac{x^{2}}{\underline{1} 2}+\ldots \ldots+\frac{x^{r}}{\underline{\Gamma} r}\right\}\right. \text {. }
\]

Hence \(\left\{1+x+\frac{x^{2}}{\underline{12}}+\ldots \ldots+\frac{x^{r}}{I_{r}}\right\}>S_{r}>(1-\sigma)\left\{1+x+\frac{x^{8}}{\underline{1 r}}+\ldots \ldots+\frac{x^{r}}{\underline{I_{r}}}\right\}\).
Hence \(S_{r}\) differs from \(\{\ldots\}\) by less than \(\sigma\{\ldots\}\). Now this brace, \(\{\ldots\}\) is of course finite for all finite values of \(r\), and it also remains finite (for \(x\) finite) even for \(r\) increasing without limit. For the ratio of two consecutive terms is \(\frac{x}{k}\) and this ratio is not only finitely \(<1\) for \(k>x\) but it becomes ever smaller and smaller, sinking below every assignable degree of parvitude as \(k\) increases without limit, \(x\) of course being finite and fixed, however great. Hence \(\sigma\{\ldots \ldots\}\) is small at will, since the product of a magnitude small at will multiplied by a finite number is itself small at will. Hence the two magnitudes \(\{\ldots .\).\(\} and\) \((1-\sigma)\{\ldots .\).\(\} close down upon each other as r\) increases without limit, hence they close down upon \(S_{r}\) always between them, so that we have
\[
\operatorname{Lim} . S_{r}=1+x+\frac{x^{r}}{I_{r}}+\ldots \ldots+\frac{x^{r}}{I_{r}} .
\]
for \(r\) and \(n\) increasing without limit, \(n>r\). It remains to examine \(V_{r}\). We may
\[
\text { write } V_{r}=t_{r+1}\left(1+d_{r+1} \frac{x}{r+2}+d_{r+1} d_{r+2} \frac{x^{2}}{(r+2)(r+3)}+\ldots \ldots\right) .
\]

Now \(t_{r+1}<\frac{x^{r+1}}{\underline{r_{r+1}}}\) and this. we have just seen is small at will for \(r\) great at mill, or \(t_{r+1}<\sigma\). Also the parenthesis ( \(\left.\ldots.\right)<\left[1+\frac{x}{r+2}+\frac{x^{2}}{(r+2)^{2}} \dot{+} \ldots\right]\), and this bracket [.....] is finite for all finite values of \(n\) and \(r\), and it has 1 for its limit as \(n\) and \(r\) increase without limit. Hence \(V_{r}<\sigma\), or Lim. \(V_{r}=0\), hence
\[
\operatorname{Lim} .\left(1+\frac{x}{n}\right)^{n}=1+x+\frac{x^{8}}{12}+\frac{x^{8}}{13}+\ldots . . \text { in infinitum. }
\]
II. Thus far \(n\) has been integral at every stage of value. What if it be fractional or irrational? The preceding proof does not then apply but we shall always have \(n\) lying between two consecutive integers, or \(20<n<20+1\).

Now \(\left(1+\frac{x}{n}\right)^{n}<\left(1+\frac{x}{20}\right)^{w+1}\), a greater number raised to a higher power ; or \(\left(1+\frac{x}{n}-\right)^{n}<\left(1+\frac{x}{20}\right)^{n}\left(1+\frac{x}{20}\right)\). Likewise \(\left(1+\frac{x}{n}\right)^{n}>\left(1+\frac{x}{20+1}\right)^{x}\), a smaller number to a lower power. \(\operatorname{Or}\left(1+\frac{x}{n}\right)^{n}>\left(1+\frac{x}{w+1}\right)^{w+1} /\left(1+\frac{x}{w+1}\right)\).

Now for \(w 0\) and \(w+1\) increasing without limit we have just proved that \(\left(1+\frac{x}{20}\right)^{x}\) and \(\left(1+\frac{x}{w+1}\right)^{w+1}\) both close down upon one and the same Limit,
\[
1+x+\frac{x^{2}}{12}+\frac{x^{3}}{13}+\ldots \ldots
\]

Also the multiplier \(1+\frac{x}{w}\) and the divisor \(1+\frac{x}{w+1}\) both close down npon the same limit 1 ; hence the product \(\left(1+\frac{x}{w}\right)^{x} \cdot\left(1+\frac{x}{w}\right)\) and the yuotient \(\left(1+\frac{x}{w+1}\right)^{w+1} /\left(1+\frac{x}{w+1}\right)\) both close down upon the same Limit,
\[
1+x+\frac{x^{2}}{12}+\frac{x^{3}}{13}+\ldots \ldots \ldots
\]
hence \(\left(1+\frac{x}{n}\right)^{n}\) lying always between this product and this quotient itself closes down upon the same limit ; hence \(\operatorname{Iim} .\left(1+\frac{x}{n}\right)^{n}=1+x+\frac{x^{2}}{12}+\frac{x^{2}}{18}+\ldots . .\). for finite positive \(x\) and for positive \(n\) increasing no matter how without limit.
III. For \(x\) negative we must consider \(\left(1-\frac{x}{n}\right)^{n}\). Thiv we write \(=\mathcal{R}-0\), a sum of even powers, less a sum of odd powers, of \(x\). Each of these we break up into two parts, \(S_{r}\) and \(V_{r,}\) and reiterate the foregoing argument with insignificant and self-evident modifications. There results
\[
\operatorname{Lim} .\left(1-\frac{x}{n}\right)^{n}=1-x+\frac{x^{8}}{12}-\frac{x^{8}}{13}+\ldots \ldots
\]

Sor finite positive \(x\) and \(n\) increasing no matter how without limit. . Or
\[
\operatorname{Lim} .\left(1+\frac{x}{n}\right)^{n}=1+x+\frac{x^{2}}{12}+\frac{x^{3}}{13}+
\]
for any finite real \(x\) positive or negative, \(n\) increasing any way without limit.
IY. For \(n\) negative we have
\[
\begin{gathered}
\left(1-\frac{x}{n}\right)^{-n}=\left(\frac{n-x}{n}\right)^{-n}=\left(\frac{n}{n-x}\right)^{n}=\left(1+\frac{x}{n-x}\right)^{n}= \\
\left(1+\frac{x}{n-x}\right)^{n-x}\left(1+\frac{x}{n-x}\right)^{x}=\left(1+\frac{x}{n-x}\right)^{n-x} /\left(1-\frac{x}{n}\right)^{x}
\end{gathered}
\]

Now as \(n\) increases without limit, so also does \(n-x\), for \(x\) finite no matter bow great ; hence \(\left(1+\frac{x}{n-x}\right)^{n-x}\) approaches as its limit the series \(1+x+\frac{x^{2}}{12}+\frac{x^{3}}{18}+\ldots \ldots\) and \(\left(1-\frac{x}{n}\right)^{x}\) approaches 1 as its limit manifestly ; hence
\[
\operatorname{Lim}\left(1-\frac{x}{n}\right)^{-n}=1+x+\frac{x^{2}}{12}+\frac{x^{3}}{13}+\ldots \ldots
\]

Hence \(\operatorname{Lim} .\left(1+\frac{x}{n}\right)^{n}=1+x+\frac{x^{8}}{12}+\frac{x^{3}}{18}+\ldots .\). for all finite real values of \(x\), for real \(n\) increasing without limit no matter how, positively or negatively.
\[
\text { For } x=1 \text { we obtain } \operatorname{Lim} .\left(1+\frac{1}{n}\right)^{n}=1+1+\frac{1}{\underline{12}}+\frac{1}{\underline{13}}+\frac{1}{\underline{14}}+\frac{1}{\underline{15}}+\ldots
\]

The number defined by this series and denoted by \(c\), is one of the three irrationals ( \(\pi, i, e\) ) all-important to analysis. That \(e\) is irrational may be easily seen thus: Consider the first \((p+1)\) terms \(1+1+\frac{1}{\underline{12}}+\frac{1}{\underline{18}}+\ldots \ldots \frac{1}{\underline{1 p}}\); the - sum \(\sum_{p}\) is \(\frac{w}{\underline{\underline{p}}}\) where \(w\) is some integer no matter what ; the remainder
\[
\frac{1}{\mid p+1}+\frac{1}{\mid \underline{p+2}}+\ldots . . \quad \text { is } \frac{1}{\underline{p} p}\left\{\frac{1}{p+1}+\frac{1}{(p+1)(p+2)}+\ldots . .\right\}
\]
\[
<\frac{1}{\underline{I p}}\left(\frac{1}{p+1}=\frac{1}{(p+1)^{2}}+\ldots \ldots\right)<\frac{1}{\underline{I} p} . \quad \text { Hence } \frac{w}{\underline{1 p}}<e<\frac{w+1}{\underline{\underline{p}}} .
\]

Now as \(p\) increases without limit these two fractions close down upon each. other and upon e always between them. It is plain that there is no fixed frac. tion as \(N / D\), always between \(\frac{w}{\underline{1 p}}\) and \(\frac{w+1}{\underline{\underline{p}}}\); for however great \(D\) might be, we could choose \(p\) so large, that \(\lfloor\boldsymbol{p}\) would include all the factors of \(D\); hence \(\frac{N}{D}=\frac{w}{\underline{I_{p}}}\), whereas \(e>\frac{w 0}{\underline{1 p}}\). In fact as the two fractions \(\frac{w}{\underline{I_{p}}}\) and \(\frac{w+1}{\underline{\underline{I}}}\) close down on each other and on their common limit \(e\) they pass over (either the one or the other) every assignable fraction lying between them.

The importance of \(e\) lies in the fact that the series \(1+x+\frac{x^{2}}{I_{2}}+\ldots \ldots\) is expressible through it. We have
\[
\begin{gathered}
\quad\left(1+\frac{x}{n}\right)^{n}=\left\{\left(1+\frac{x}{n}\right)^{n / x}\right\}^{x}=\left\{\left(1+\frac{1}{n / x}\right)^{n / x}\right\}^{x} \text {. Hence } \\
\operatorname{Lim} .\left(1+\frac{x}{n}\right)^{n}=\operatorname{Lim} .\left\{\left(1+\frac{1}{n / x}\right)^{n / x}\right\}^{r}=\left\{\operatorname{Lim} .\left(1+\frac{1}{n / x}\right)^{n / x}\right\}^{x},
\end{gathered}
\]
where we indeed assume that the Limit of the Power equals the Power of the Limit. But this is plainly correct, at least in the present case ; for
\[
\left(1+\frac{1}{n / x}\right)^{n / x}=e+\sigma .
\]

Hence \(\operatorname{Lim} .\left\{\left(1+\frac{1}{n / x}\right)^{n / x}\right\}^{x}=\operatorname{Lim} .(e+\sigma)^{x}=\operatorname{Lim} .\left(e^{r}+\sigma x e^{x-1}+\ldots \ldots\right)=\sigma^{r}\) for all finite real values of \(x\). Hence
\[
\text { Lim. }\left(1+\frac{x}{n}\right)^{n}=e^{x}=1+x+{\underset{i}{2}}_{x^{:}}^{5}+\frac{x^{3}}{\sqrt{3}}+\ldots . . \text { in infinitum. }
\]

Herewith then the exponental development is established for all finite real values of the exponent.

Tulane University, May, 1896.

\section*{}


[Oometrent troes Apell Menbere]
VII. Let \(-1 B C\) be a \(\triangle\) right angled at \(C\). Produce \(B C\) making \(B D=B A\).

DA. From E, the middle point of CD, - a perpendicular meeting \(D A\), as at \(F\). , FB. \(\triangle A D C\) io gimilar to \(\triangle B F E\).
\(\therefore A C: B E: D C: F E\).
\(\therefore A C: B C+(A B-B C)+2:: A B-B C\) \(c+2\).
\(\therefore \overrightarrow{A B}^{2}=\overrightarrow{A C}+\overrightarrow{B C}\).

VIII. Trianglos \(B D F, B F E\), and \(F D F\),


Fig. 7. vimilar.

Letting \(B D=B A=c, A C=b, B C=A, B E=\frac{a+c}{2}, D E=\frac{c-a}{2}, F E=\frac{b}{2}\), \(=x, B F=y\), we obtain the following:
(1). \(\frac{c-a}{2}: x:: x: c . \quad \therefore x^{2}-\frac{\alpha(c-a)}{2}\). 1.
(2). \(\frac{c-a}{2}: x:: \frac{b}{2}: y . \quad \therefore b x=(c-a) y\) 2.
(8). \(x: c:=\frac{b}{2}: y . . \therefore x y=\frac{b c}{2}\) . 8.
(4), \(\frac{c-a}{2}:-\frac{b}{2}:: \frac{b}{2}: \frac{c+n}{2}, \therefore c^{a}-a^{z}=b^{*}\) 4.
(5). \(\frac{c-a}{2}: \frac{b}{2}:: x: y . \quad \therefore b x=(c-a) y\). 2.
(6). \(\frac{b}{2}: \frac{c+c}{2}:: x: y . \quad \therefore b y=(c+a) x\). . 5.
(7). \(\frac{c+a}{2}: y:: y: c . \quad \therefore y^{*}=\frac{c(c+a)}{2}\) 6.
(8). \(\frac{c+a}{2}: y:: \frac{b}{2}: x . \quad \therefore b y=(c+a) x\). . 6.
(9). \(y: c:: \frac{b}{2}: x . \quad \therefore x y=\frac{b c}{2}\) 8.

From 4 we got \(c^{2}=a^{4}+b^{6}\).
The set 2 and 5 gives the same reault. Bat equation 2 mas come from proportion (2) or (5), and 5 from (6) or (8), thus mating four proofis for this aet.

The following sets of three equations furnish fourteen proofs, since each set can come from two or more sete of three proportions: \(1,2,6 ; 1,8,5 ; 1,8\), \(6 ; 1,5,6 ; 2,3,6\). Total number of proofs for this method is 19 .
IX. Comparing the trianglen \(B D F, B F E, A D C, B L C\), and \(A L F\), Fig. 7 , we may put the remult in the following condensed form:
\[
\begin{aligned}
& D F=x: E y=1 b: D C=c-a: L C=z: F L=y-v \\
& :: P B=y: E B=f(c+a): A C=b: C B=a: A F=x \\
& :: B D=c: P B=y: A D=2 x L B=v: A L=b-\varepsilon .
\end{aligned}
\]

From this we ansily may derive thirty different simple proportion what when give twenty-seven different equations. Some iden of the number of proofe thes may be obtained from different sets of these equations, can be formed from the fact that there are 17550 sets of four equations, to say nothing of seta of them and of five. Of courae, many of the seta must be rejected for reasons nataltity in \(V\). We leave details to the reader.
X. Suppose the theorem true. Then \(\overrightarrow{A B}=\overrightarrow{A C}+\overrightarrow{B C}, \overrightarrow{B C}=\overrightarrow{C D}+\overrightarrow{B D}\) and \(\overrightarrow{A C}=\overrightarrow{A D}=\bar{C} \vec{D}\).
\(\therefore \overrightarrow{A B}=\overrightarrow{A D}^{2}+2 \bar{C} \dot{b}^{2}+\bar{B} \bar{D}^{2}\).
But \(\overline{C D}=A D \cdot B D\).
\(\therefore \vec{A} \vec{B}=\vec{A} \vec{D}^{2}+2 A D \cdot B D+\vec{B} \bar{D}\).
\(\therefore A B=A D+B D\), which is true.


Fig. 1.
\(\therefore\) The supposition is true.
Nows, 一Then method is eredited to Entman.
XI. In Fig. 1, \(\overline{A B}=\), \(=\), or \(>\overline{A C}^{2}+\overline{B C}\). Suppose it less. Then, since \(\overline{A B}=(A D+D B)^{2}=\left(\overline{C D}^{2}+D B+D B\right)^{*}\), and \(\overline{A C}^{2}=(\overline{C D \cdot B C}+D B)^{2}\),
\[
\left(C D^{2}+D B+D B\right)^{2}<(C \bar{C} \cdot B C+D B)^{2}+\overline{B C} .
\]
\(\therefore\left(\overline{C D}^{2}+{\overline{D B})^{2}}_{2}<\overrightarrow{B C}\left(\overline{C D}+\overrightarrow{D B}^{2}\right)\right.\).
\(\therefore \overline{B C}>\overline{C D}+\bar{D} R^{2}\), which is absurd. For were the aupponition true, we should have \(\overline{B C}<\bar{C} \bar{b}^{2}+\bar{D} B^{2}\), as can easily be shown.

Similarly the aupposition that \(\bar{A} \vec{B}>\overrightarrow{A C}+\overline{B C}\) can be proven false.
\[
\therefore \overrightarrow{A B}-\overrightarrow{A C}+\overrightarrow{B C} .
\]
XII. \(B C=a: E F=z: D F=y: D E=8\)
\(: A C=b: A F=v: B F=x: A E=* 0\)
\(:: A B=c: A E=*: E D=s: A D=v+y\).
The above condensed form is celf-explanatory, sare also the two following.

We leave the aelection of aimple proportions,


Fig. 8. the derivation and solution of consequent equation, an an exercise for the
intoreated reader. intereated reader.
XIII. \(B C=a: D E=x: D L=y\), :: \(A B=b: A E=\varepsilon: L F=F E=\vartheta\), \(:: A B=c: A D=v+y: D F=x-9\).


Fig. 10.


Fig. 9. XIV. \(B C=a: E D=E C=x: F D=y: E F=\varepsilon\),
\(:: A C \mathrm{cob}: A E=b-x: E F=s: A F=v\),
\(:: A B=e: A D=\varnothing+y: E D=x: A E=b \rightarrow x\).
[ro be Oontioned.]

\section*{ITMRODUCIION TO EUBSIIYUYIOS CROUPR.}


Finch of the regular groupe of degree six containa only one subgroup of the type (abc.def). Bince no mabatitution of the form abcde can tranaform this into ityolf the groap of order 80 is impossible.

If a yroup of order 60 exists it must contain six ubgronps of the type
 tain ac.de and a babetitation of the type abede which contains the letters a, \(c, d\), ef. We mey assume that this substitution is acd \(\varepsilon_{1} s_{1} f_{1}\). It is then necosary that ac.do. \(\operatorname{cod} d_{1} \varepsilon_{1} f_{3}=a f_{1} e_{1} d_{1} c . a c . d 6\). Hence
\[
\operatorname{acd} d_{1} b_{1} f_{1}=\operatorname{acdf} \mathrm{c} \text { or } a c e f d \text {. }
\]

Since acefd.adbec=bef every group of order 60 must contain
\[
(a b c d e)_{10} \text { and } a c d f e .
\]

These substitutions generate a group whose order \(\overline{>} \mathbf{6 0}\), hence only one group of order 60 is possible.

We shall prove that these substitutions generate a group of order 00 by employing a very elementary but somewhat lengthy method. Representing the substitutions of (abcde) \({ }_{10} \equiv 1\), abcde, acebd, adbec, aedeb, ab.ce, ac.de, ad.be, ge.bd, be.cd respectively by \(1=8_{1}, 8_{8}, 8_{3}, 8_{4}, 8_{8}, c_{8}, 8_{7}, 8_{3}, 8_{8}, s_{1}\) and acdfe by \(t\), we form the rectangle
\[
\begin{aligned}
& 1 s_{8} \quad s_{3} \quad \ldots \ldots \ldots \ldots s_{10} \\
& t s_{8} t s_{3} t \ldots \ldots . . . . s_{1}, t \\
& t^{8} s_{8} t^{8} s_{3} t^{2} \ldots . . . . . . . s_{1} t^{t} \\
& t^{3} 8_{8} t^{2} 8_{3} t^{3} \ldots \ldots . . . . . s_{1} t^{2} \\
& t^{4} s_{8} t^{4} 8_{3} t^{4} \ldots \ldots . . . . . . s_{1} t^{4} \\
& t_{1} s_{8} t_{1} s_{3} t_{1} \ldots \ldots . . . .{ }_{1} s_{1} t_{1}
\end{aligned}
\]

Where \(t_{1}\) is any substitution generated by (abcde), and acdfe which is not found in the preceding five rows. These substitutions are all different. They form a group if \(t_{1}{ }^{8}\) is contained in the first five rows and
\[
\begin{gathered}
t \in 8_{\beta}=2_{\gamma} t^{\delta} \text { or } 8_{\gamma} t_{1}, t_{1} 8_{\beta}=8_{\gamma} t^{\delta} \text { or } 2_{\gamma} t_{1} \\
(\beta, \gamma=1,2, \ldots \ldots 10),(\alpha, \delta=1,2, \ldots .44)
\end{gathered}
\]

Instead of allowing \(\beta\) to have 10 values it is clearly sufficient to assign to it only the two values of 2 and 6 since \(a b c d e\) and \(a b . c e\) generate ( \(a b c d e)_{10}\). The following shows that the necessary conditions are fulfilled:
\[
\begin{aligned}
& t s_{s}=a d f . b c e=s_{1} t^{2} \quad t s_{g}=a e b . c d f=s_{g} t^{2} \\
& t^{2} s_{z}=a e d . b c f=t_{1}{ }^{*} \quad t^{2} s_{0}=n d c f b=s_{0} t_{1} \\
& t^{3} s_{8}=a j d b c=s_{9} t^{4} \quad t^{3} s_{6}=a f e d b=s_{4} t \\
& t^{4} s_{8}=b c . e f=s_{8} t \quad t^{4} s_{4}=a c b . d e f=s_{8} t^{4} \\
& t_{1}{ }^{2}=a d e . b f c=s_{1} t^{3} \quad t_{1} s_{8}=b d . c f=s_{4} t^{3} \\
& t_{1} s_{3}=a r f . h e d=\varepsilon_{0} t^{2}
\end{aligned}
\]

There is therefore one group of order 60 , viz :
\[
\begin{equation*}
(a b c d e)_{10}(a c d f e)=(a b c d e f)_{0} . \tag{1}
\end{equation*}
\]

If there is a primitive group of order 120 it may be assumed that it cor-

\footnotetext{
-In the above rectangle \(f\) is followed by the aame lettor as in the correeponding \(t\) or \(t_{2}\). since it in not followed by \(b\) in \(t\), aed.bef cannot be contalned in the frat ive lines and may therefore be uned for 8 . All theee relations may be readily found if this property if obeerred.
}
ains (abede \()_{\mathbf{y}}\) and therefore (abedef \()_{\mathbf{c}}\). Since half of its subetitutions must be negative it must contain (abcdef) 00 as a self-conjugate subgroup.

The order of a group which satisfies these conditions cannot be less than 120. From this we see that there cannot be more than one group of this order. That there is one follows from the facts that acbe belongs to (abcde) \()_{0}\) and transforms acdfe into acbdf \(=\left(8, t_{1}\right)^{z}=\) some substitution of (abcdef \()_{\text {© }}\).

The other primitive groups of degree six must contain subgroups of degree five which contain substitutions of one of the two types
\[
a b \quad a b c
\]

They must therefore be the alternating and the symmetric group. The following is therefore a complete list of these groups:
\begin{tabular}{cc}
\begin{tabular}{c} 
Order \\
60
\end{tabular} & \begin{tabular}{c} 
Group \\
\((a b c d e f)_{s 0}\) \\
120
\end{tabular} \\
360 & \((a b c d e f)_{120}\) \\
720 & (abcdef)pos \\
& (abcdef)all
\end{tabular}

\section*{Remaris.}

We have now finished the explanations of the elementary methode of groap construction. By means of these we have been able to find, with a easonable amount of labor, all the groups whose degree does not exceed six. It carcely needs to be stated that this labor could have been considerably reduced y employing more advanced methods. In fact, we did not endeavor so much 0 find these groups by the least labor as to find them in such a way as to illdorate some of the most important elementary methods of group construction.

We are indebted to our honored teacher, Professor F. N. Cule not only for nany of these methods but also for the fundamental ideas.

Most of the theorems that we have developed are found in Part I if Netto's Theory of Substitutions (American Edition). In some instances \(t\) seemed desirable to change the method of proof either because we had not yet leveloped the principles upon which Netto's proof is based, or because-we lesired to call attention to some special property. In a few instances our purposes required us to pursue the demonstration farther than is done by this anthor.

We did not enter into a special study of methods of operating with substitations. Some of the more important ones have been incidentally explained. Por further explanations we would refer to Senet's Algèbre Supérieure, Part IV, (this part is found in the second volume of this work), and to Part I of Netto.

In these works is also found considerable on the analysis of a substitution. The first 15 pages of the first volume of Gordan's Invariantentheorie contain con. siderable on this point. For the more advanced methods of operation we have
to refer to the classical work on this subject, Jordan's Traite des Subetitutiona, and to the periodicals.

Before entering upon the development of more advanced methods of group construction we shall study some of the relations which exist between subatitntion groups and functions containing a finite number of letters. These relations will not only show how substitution groups may be utilized bat they may alo serve as a means of arriving at important properties of substitution groups.

Leipsig, Germany, Seplember 20, 1895.

\title{
SIMULTANEOUS QUADRATIC FQUATIONS.
}

By I. ․ BRYAIT, M. A., Inatrector of Machematios, Weoo High sohool, Weoo, Trexe.
[Continued from May Number.]
The discussion in this article is restricted to two unknown quantities. Cases 1, 2, 4, and 5 apply to two variables just as they are stated in the previons article. In Case 3, the restriction that each factor must occur twice is unnecsesary when only two variables occur. It is sufficient for one factor to occur in each equation. This reduces Case 3 to Case 2. For two variables, Cases 6, 7, and 8 become one and the same, as no restrictions are necessary.

The following Cases are applicable to two variables only. Express the equations thus for Cases 9 and 10 :
\[
\begin{gathered}
a x^{2}+b y^{2}+c x y+d x+e y+f=0 \\
a^{\prime} x^{2}+b^{\prime} y^{2}+c^{\prime} x y+d^{\prime} x+e^{\prime} y+f^{\prime}=0
\end{gathered}
\]

Cabs 9. When \(a: a^{\prime}:: c: c^{\prime}:: d: d^{\prime}\). If this is true, it is obvious that the terms containing \(x\) can be eliminated. This holds true when the tarms of any one, or any two, of the three ratios are zero.

Cabe 10. When \(a: a^{\prime}:: b: b^{\prime}:: d^{8}: d^{\prime y}:: e^{8}: e^{\prime 2}\), and when \(d: d^{\prime}\) :: e: \(\boldsymbol{e}^{\prime}\).

By alternation, \(\frac{e}{d}=\frac{e^{\prime}}{d^{\prime}}, \frac{b}{a}=\frac{b^{\prime}}{a^{\prime}}\).
Let \(\frac{e}{d}=r\). Then \(\frac{e^{\prime}}{d^{\prime}}=r, \frac{b}{a}=r^{2}, \frac{b^{\prime}}{a^{\prime}}=r\).
\[
\theta=d r, e^{\prime}=d^{\prime} r, b=a r^{2}, b^{\prime}=a^{\prime} r^{2} .
\]

Divide equation 1 by \(a d\), and equation 2 by \(a^{\prime} d^{\prime}\).
\(\frac{+r^{2} y^{2}}{d}+\frac{x+r y}{a}+\frac{a x y+f}{a d}=0 . \quad \frac{x^{2}+r^{2} y^{2}}{d^{\prime}}+\frac{x+r y}{a^{\prime}}+\frac{c^{\prime} x y+f^{2}}{a^{\prime} d^{\prime}}=0\).
Let \(x=r(u+v), y=u-v\), and substitute. Fliminate \(v^{2}\) and solve the reing equation. The signs of \(d\) and \(e\), and of \(d^{\prime}\) and \(e^{\prime}\) must be alike in both, unlike in both equations. They cannot be alike in one and unlike in the or. Symmetrical equations are a special form of this case.

Cabs 11. When the two equations can be expressed as follows:
\[
\begin{gathered}
(m x+p)^{2}-\left(m^{\prime} x+p^{\prime}\right)^{2}+r\left(n y+q+n^{\prime} y+q^{\prime}\right)=0 \\
(n y+q)^{2}-\left(n^{\prime} y+q^{\prime}\right)^{2}+r^{\prime}\left(m x+p+m^{\prime} x+p^{\prime}\right)=0 .
\end{gathered}
\]

By factoring, one value, and only one, of \(x\) and \(y\) can be found. The arrard Catch" is a special form of this Case.

\section*{ARITHMETIC.}


\section*{SOLUTIONS OF PROBLEIRS.}

A broker chargee une \(1 \frac{1}{2}\) per cent. brokerage for boying some uncurrent bank bille at se cent. discount. Of these bills, 4 of 850 . each become worthlese, but the remainder I tee of at par, and make by the operation \$364. What was the face amount \(\boldsymbol{f}\) [Which rer is correct, \(\$ 3000\), or \(\$ 3048 \frac{24}{3}\) ?]

 wisus.
\(80 \%+1 \dot{1} \%=81\} ; 100 \%-81 \%=18 \ddagger \%\).
\(8364+(4 \times 850)=\$ 564\), amount he would have made if he had disposed of at par.
\(8564+\mathbf{1 8} \mathbf{y} \%=\$ 3048 \mathrm{f} 4\), the correct face amount.
The other result is obtained as follows:
\(1 \$ \%\) of \(80 \%=1 \mathrm{t} \%\).
\(80 \%+1 t \%=81 t \% ; 100 \%-81 t \%=18 t \%\).
\(8564+184 \%=\$ 3000\).
The latter is commission on money invested and not brokerage on bills bought.
II. Solution by F. M. MeGAW, Bordentowa, Iow Jersey.

Market Value + Brokerage equals whole cost, therefore gain \% was \(1.00-(.80+.015)=.185\).

The net gain in money was \(\$ 364\) to which we add the \(\$ 200\) lost, making a gross gain of 8564 . Then \(18.5 \%=\$ 564\), whence \(8564+.185=\$ 3058 \%\) 早, face.

To determine which answer is correct, assume the answer and work beck. wards. .
I. Assume \(83048 \frac{8}{5}\) as face, then
\(83048 \frac{1}{3} \times .815=\) cost \(\left.=\$ 2484\right\}\),
\(83048\} \frac{4}{3}-\$ 200(\) lost \(\left.)=\$ 2848\right\}\)

II. Assume \(\$ 3000\) as face, then the same operations produce a gain of only \(\$ 355\).

Also solved by A. P. REED, H. C. WHITTAEER, P. B. BERG, and J. 8CHEPFER.
We recoived molutions of problem 68, too late for aredit in lant isue, from J. SCEFAPFER, E. R. ROBBINS, and P. 8. BERG.

\section*{PROBLEMS.}
69. Proposed by F. P. MATZ, 8c. D., Ph. D., Profossor of Machematice and Astronomy in Irving Corimgh' Mcehtriesburt, Ponnsylvania.

A dealer buys milk at \(m=5\) cents per quart, and sells it at \(n=6\) cents per quart. Hor moch water has he put with the milk, if his rate of profit is \(p=60\) per cent. \(?\)
68. Proposed by J. A. CALDERERAD, M. Sc., Profeasor of Mathematios, Curry Deiverthy, Fitimbs Penagylrania.

I owe A \(\$ 100\) due in 2 years, and \(\$ 200\) due in 4 years; when will the payment of \(\$ 800\) equitably discharge the debt, money being worth 6 per cent.?

If 27 men in 10 days of 7 hours each for \(\$ 375\) dig a ditch 70 rods long, 25 feet mide. and 4 feet deep, how long a ditch 40 feet wide and 3 feet deep will 15 men dig in 16 days of 9 hours each for \(\$ 500\) ?
[77 2-9 rods and 88 8-9 rods have been obtained. Which is correct ?]

\section*{ALGEBRA.}

Oneteoted by J. M. 00MAT, Monteray, V.. All contributions to this dopertanent ahould be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
60. Propoed by ROBERT J. ALST, A. M., Profecsor of Mathematios in Indiama Ujatvaraity, Bloomingna, Lotiame.

Telegraph poles are a yards apart ; for how many minutes must one count poles in rier that the number of polee counted may be equal to the number of miles per hour that be train is rpnning ?
1. Eolution by FREDERIOE R. HOIET, A. B.r Mow Haven, Conacotioct.

The problem is independent of the number of poles counted, and of the lumber of miles per hour the train is running. We will call this number \(N\).
\(\therefore a N=\) the number of yards the train runs while the poles are counted. Llso, \(1760 N=\) number of yards per hour the train runs. \(\therefore a N / 1760 N=\) the raction of an hour during which the poles are counted.
\(\therefore 60 a N / 1760 N=3 a / 88=\) number of minutes daring which the poles are ponted.

\footnotetext{
II. Solation by M. A. GRUBER, A. M., War Dopartment, Wakington, D. C.; and W. H. CARTER, Promor of Mathematios, Centenary College of Lovisiana, Jeokson, Louisiana.
}

Let \(x=\) the number of minutes, and let \(r=\) number of miles per hour the rain is running. Also, \(1760 / a=\) number of poles in a mile, and \(r x / 60=\) number If miles the train runs in \(x\) minutes. Then, \(r x / 60 \times 1760 / a=88 r x / 3 a=\) num \(_{\text {; }}\) ver of poles passed in \(x\) minutes, or while the train is running \(r x / 60\) miles.
\(\therefore 88 r x / 3 r=r\); whence \(x=3 a / 88\).
The number of minutes depends upon the distance the poles are apart irespective of the rate of the train.

ALEO molved by O. W. ANTHONY, P. S. BERG, A. H. HOLMES, C. D. SCHMITT, H. C. WILKER, 3. F. YANNEY, and G. B. K. ZERR.
61. Propeed by COOPER D. SCEM ITIT, M. A., Professor of Mathematios, University of Temacesen, Emos rifo, Itrancesen.

Demonstrate the identity \(2^{2 n+1} \frac{d^{n}}{d x^{n}}\left(x^{n+1} \frac{d^{n+1}}{d} x^{n+1} e^{1 x}\right)=e^{\gamma x}\).
 \(x\), Margland.

It may be proved inductively that \(\frac{d^{n}}{d x^{n}} e^{\sqrt{x}=}=\frac{1}{4 x} \frac{d^{n-2}}{d x^{n-2}} e^{\sqrt{x}}-(n-1) \frac{d^{n-1}}{d x^{n-1}} e^{\sqrt{x}}\).
Change \(n\) to \(n+3\); then
\[
\frac{d^{n+2}}{d x^{n+2}} e^{\sqrt{\prime} x}=\frac{1}{4 x} \frac{d^{n+1}}{d x^{n+1}} e^{d^{\prime} x}-\left(n+\frac{3}{3}\right) \frac{d^{n+2}}{d x^{n+2}} e^{v^{\prime} x}
\]

Clearing of fractions and transposing,
\[
\frac{d^{n+1}}{d x^{n+1}} e^{1 x}=4(n+1) \frac{d^{n+2}}{d x^{n+2}} e^{1 z}+4 x \frac{d^{n+2}}{d x^{n+2}} d^{1 / x}
\]

Multiply through by \(x^{n+1}\), and we have
\[
\begin{gathered}
x^{n+1} \frac{d^{n+1}}{d x^{n+1}} e^{d^{x}}=4\left[\left(n+\frac{1}{1}\right) x^{n+1} \frac{d^{n+2}}{d x^{n+2}} e^{\sqrt{x}}+x^{n+1} \frac{d^{n+2}}{d x^{n+2}} e^{v^{x}}\right] \\
=4 \frac{d}{d x}\left[x^{n+1} \frac{d^{n+2}}{d x^{n+2}} e^{\sqrt{x}}\right] .
\end{gathered}
\]

Multiply through by \(2^{m+1}\) and differentiate \(n\) times, and we have
\[
2^{m+1} \frac{d^{n}}{d x^{n}}\left(x^{n+1} \frac{d^{n+1}}{d x^{n+1}} e^{\sqrt{x}}\right)=2^{x+2} \frac{d^{n+1}}{d x^{n+1}}\left(x^{n+1} \frac{d^{n+2}}{d x^{n+2}} e^{\sqrt{x}}\right)
\]

Hence, if the form given is true for \(n\), it will be true for \(n+1\). It may easily verified that it is true for \(n=2\). Therefore it is generally true.

\section*{II. Solution by hisiry heatin, M. s., Athantio, Iown, and G. B. M. 2RRR, A. M., Ph. D., Proten}

\[
\begin{aligned}
& \frac{d}{d x} e^{V^{x}}=\frac{e^{\gamma^{x}}}{2 V^{\prime}}, \frac{d^{2}}{d x^{2}} e^{V^{x}}=\frac{e^{\gamma x}\left(V^{\prime} x-1\right)}{4 x^{1}}, \frac{d^{3}}{d x^{3}} e^{V^{x}}=\frac{e^{\gamma x}(x-3 \sqrt{ } x+3)}{8 x^{4}}, \\
& \frac{d^{4}}{d x^{4}} e^{\gamma x}=\frac{e^{\gamma x}\left(x^{4}-6 x+15 \sqrt{ }-15\right)}{16 x^{4}}, \quad \therefore x^{4} \frac{d^{3}}{d x^{3}} e^{\gamma^{x}}=\frac{e^{\gamma x}(x-81 / x+8)}{8} . \\
& \frac{d}{d x}\left\{x^{4} \frac{d^{3}}{d x^{3}} e^{\sqrt{x}}\right\}=y^{\frac{1}{8}} e^{\sqrt{x}}(\sqrt{ } x-1), 2^{3} \frac{d^{8}}{d x^{3}}\left\{x^{4} \frac{d^{3}}{d x^{3}}{ }^{\sqrt{x}}\right\}=e^{\sqrt{x} z} . \\
& \text { Also } \left.x^{\frac{1}{4}} \frac{d^{4}}{d x^{4}} e^{\gamma x}=1_{1}^{1} e^{\gamma x(x)}-6 x+15 \sqrt{ } / x-15\right) \text {. } \\
& \frac{d}{d x}\left\{x^{\frac{d}{d}} \frac{d^{d}}{d x^{4}} e^{\gamma x}\right\}=\frac{1}{3} e^{\gamma x}\left(x-3 v^{\prime} x+3\right),
\end{aligned}
\]

Hence generally \(2^{2 n+1} \frac{d^{n}}{d x^{n}}\left\{x^{n}+\frac{d^{n+1}}{d x^{n+1}} e v x\right\}=e^{v} x\).
Aleo solved by B. F. YANNEY.

\section*{PROBLEM8.}
 Rempiverita.

Given \(\sqrt[y]{a+x}+\sqrt[a]{a-x}=\sqrt[y]{c}\) to find \(x\).
71. Propead by F. P. MATZ, D. 8e., Ph. D., Profeccor of Mathematice and Aetronomy in Irviag Oollige, Mochaicabars, Ponasyivaria.

When \(x=0\), find the the limit of the expression
\[
U=\left(\frac{m+x}{n-x}\right)^{\frac{1}{z}}+\left(\frac{m-x}{m+x}\right)^{\frac{1}{x}} .
\]

\section*{GEOMETRY.}
bondacted by B. P. PIIERL, 8pelagidd, Mo. All coatribations to this departanat should be seat to ith.

\section*{SOLUTIONS OF PROBLEAS.}
64. Propesed by I. J. 8CEWATT, Ph. D., Univeraty of Penasylvania, Philadelphita, Ponasylvania.

Prove geometrically:
If through the center of perspective \(D\) of a given triangle \(A B C\) and its rocard triangle \(A^{\prime} B^{\prime} C^{\prime}\) be drawn straight lines so as to pass through \(S_{c}, S_{b}\) and - ( \(S_{\mathrm{a}}, S_{\mathrm{b}}\), and \(S_{\mathrm{c}}\) are the middle points of the sides \(B C, A C\), and \(A B\) of the triagle \(A B C\) ) and if \(S_{a} A_{1}\) is made equal to \(D S_{a}, S_{b} D_{9}\) equal to \(D S_{b}\), and \(S_{c} D_{2}\) equal - \(D S_{c}\) then are (1) the figures \(D_{1} O^{\prime} A O, D_{8} O^{\prime} B O\) and \(D_{3} O^{\prime} C O\) parallelograms ( \(O\) ad \(O^{\prime}\) are Brocard's points), (2) the triangles \(D_{2} D_{z} D_{3}\) and \(A B C\) are equal, and 3) \(D_{1} A, D_{9} B\), and \(D_{3} C\) intersect in \(S\), ( \(S\) is the middle point of \(00^{\circ}\) ).

Solution by G. B. M. ETPR, A. M., Ph. D., Proleceor of Mathematios and Apphed Solesee, Tamartana Oof Se, Tecartane, Artancer-Teras.

Since \(A C, D D_{1}\) and \(B C, D D_{1}\) bisect each other the quadrilaterals \(A D C D_{2}\) nd \(B D C D_{1}\) are parallelograms, and \(A D_{8}, B D_{1}\) both being equal and paral: to \(D C\) are equal and parallel to each other. Hence \(A B D_{1} D_{1}\) is a paralleloram and \(A B\) is equal and parallel to \(D_{1} D_{2}\). Similarly, \(A C\) is equal and parllel to \(D_{1} D_{3}\), and \(B C\) is equal and parallel to \(D_{8} D_{3}\).
\(\therefore\) Triangle \(A B C^{A}\) is equal to triangle \(D_{1} D_{2} D_{3}\). Also \(A D_{1}, B D_{2}\), and
\(C D_{3}\) intersect at the same point. For \(B D_{2}\) and \(C D_{3}\) bisect each other, almo \(B D^{2}\) and \(A D_{1}\) bisect each other.
\(\therefore B D_{9}, A D_{1}\), and \(C D_{5}\) biseet one enother in the same point. Since triangle \(B D C=\) triangle \(D_{1} A D_{4}, D D_{a}=\) the perpendiculer distance from \(A\) to \(D_{4} D_{4}\).

Drsw AH, \(00_{a}, O^{\prime} O_{a}^{\prime} D D_{a}\) per. pendicular to \(B C\); then the point of intersection of the three lines \(A D_{1}, B D_{9}, C D_{2}\) is diatant from \(B C, 1\left(A H-D D_{e}\right)\).

\[
\begin{aligned}
& D D_{a}=\frac{2 b^{2} c^{3} \cdot \Delta}{a\left(a^{2} b^{2}+a^{4} c^{2}+b^{3} c^{8}\right)}, \quad(\text { Schwatt's Curves, p. 10). } \\
& A H . a=2 \Delta . \quad \therefore A H=\frac{2 \cdot \Delta}{a a},
\end{aligned}
\]
\[
\frac{A H-D D_{a}}{2}=\frac{\Delta . a\left(b^{8}+c^{8}\right)}{\left(a^{2} b^{2}+a^{2} c^{z}+b^{z} c^{8}\right)}=\frac{00_{\mathrm{c}}+O^{\prime} O_{\mathrm{c}}^{\prime}}{2} . \quad \text { (Schwatt's Curves, p. g). }
\]
\(\therefore A D_{1}, B D_{1}, C D_{3}\) intersect at the mid-point of \(O O^{\prime}\).
\(\therefore\) Since \(A D_{1}, O O^{\prime} ; B D_{1}, O O^{\prime} ; C D_{3}, O O^{\prime}\) all bjeect one another, the quadrilaterala \(A O D_{1} O^{\prime}, B O D_{4} O^{\prime}, C O D_{4} O^{\prime}\) are parallelograma.

Let ab and ad be respectively the major and minor azed of an ellipeo, and let arblap engle which a diameter th forms with the rngjor axis; it forequired to find the loagth of this diameter.
L. Antatios by the Proposire.

Solution. Draw the semicircle afb on the diameter ab. Prodice ed to \(f_{1}\) and draw the tangente to the ellipwe and the circle parallel to \(a b\) at the pointa \(d\) and \(f\) renpective ly. Produce th to intersect do at s. Draw of perpendicular to ab intersecting \(f g\) at \(g\). Draw \(g n\) intersecting the semicircle at \(k\). Draw th perpendicular to \(a b\) intersecting of at \(h\) one astremity of the diameter \(l\).

Analygis. The semiellipse adb may be conaidered as the projection on the plane of the paper of the semicircle afb, the latter being revolved about the diameter ab into a position when \(f\) is projected at \(d\). The tangent \(f y\) which is parallel to \(a b\) is projected at \(d s\) almo parallel to \(a b\). The points \(e\) and \(h\) are respectively the projections of \(g\) and \(k\). Since the projection of every point on the
micircle is found in a line drawn through it perpendicular to \(a b\), the axis about hich the semicircle revolves, kh drawn perpendicular to ab intersects oe at - and cives one point of the ollipse ; and therefore one extremity of the diameter be.


 ,
? If we denote \(a b\) by \(a\), cd by \(b\) and tangent \(a\) by \(m\), we have the equations
\[
\begin{gathered}
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1 \text { and } y=m x \text { which intersect at } \\
\left(\frac{a b}{\sqrt{b^{2}+a^{2} m^{2}}}, \frac{a b m}{v^{\prime} b^{2}+a^{8} m^{2}}\right) \text { and }\left(-\frac{a b}{l^{\prime} b^{8}+a^{2} m^{2}},-\frac{a b m}{\sqrt{b^{2}+a^{2} m^{2}}}\right),
\end{gathered}
\]
the distance between these points being equal to
\[
2 a b \sqrt{\frac{1+m^{2}}{b^{2}+a^{2} m^{2}}} .
\]

Abo solved by a. B. M. 2RRR, J. BCHEPFRR, and williak hoovir.

\section*{PROBLTEMS.}
 malty, Achemes, OWho.

Prove that the loci of the foci of the variable ellipses form a pair of circles rassing through the extremities of the major axis of the fixed ellipse and having or diameters the semi-latasrectum of the fixed ellipse.

\footnotetext{
 mate Cousty, Marion Iatinea.
}

Let the bisectors of the angles \(A, B, C\) of a triangle intersect in \(O\) nd meet the sides opposite \(A, B, C\) in \(A^{\prime}, B^{\prime}, C^{\prime}\). Prove that the perpendicuurs form \(O\) on the sides of the triangle \(A^{\prime} B^{\prime} C^{\prime}\) are \(p_{1}=\frac{r R}{d_{1}}, p_{2}=\frac{r R}{d_{2}}, p_{3}=\frac{r R}{d_{3}}\) 'here \(r, R\) are the radii of the inscribed and circumscribed circles of the triangle : \(B C\) and \(d_{1}, d_{3}, d_{2}\) are the distances of the center of the circumscribed circle om the conters of the three escribed circles.

\footnotetext{
 Do, Mochandeoburs, Ponazylvaita.
}

Prove that two triangles are equal if they have two sides and the median one of them equal, each to each.

\section*{CALCULUS.}

\section*{}

\section*{SOLUTIONS OF PROBLEMS.}
49. Proponed by B. F. Burheson, Ondida Cantle, Iow Tork.

Find (1) in the leaf of the strophoid whose axis is a the axis of an inscribed leaf of the lemniscate, the node of the former coinciding with the crunode of the latter. Find (2) in a leaf of the lemniscate whose axis is \(b\) the axis \(a\) of an inscribed leaf of the strophoid, the node of the former also coinciding with the crunode of the latter.
 sachasetts.

Solving the equatians, \(r \cos \theta+a \cos 2 \theta=0\) (strophoid), and \(r=e^{2} \cos 2 \theta\) (lemniscate), we find they coincide when \(\sin \theta=\sqrt[l]{ }(1)\), or \(\sin \theta=\sqrt{\frac{a^{2}-e^{2}}{2 a^{2}-e^{2}}}\) (2).
(1) shows that they coincide at the origin for all values of \(a\) and \(e\). We have to find the relation between the axes \(a\) and \(e\) which will make the curvestangent at the points determined by (2), provided those points are on both the leaves. Let \(\phi=<\) made by the tangent at any point, with the radius vector drawn to that point. Then by the formula \(\tan \phi=r \frac{d \theta}{d r}\).

Now for the lemniscate \(r= \pm e_{V} \overline{\cos 2 \theta \theta} \cdot \frac{d r}{d \theta}=\frac{\mp e \sin 2 H}{V^{\prime \cos 2 \theta}}\).
\[
\begin{equation*}
\tan \phi= \pm e_{V} \overline{\cos 2 \theta}\left(\frac{v^{\prime} \cos 2 \theta}{\mp \operatorname{csin} 2 \theta}\right)=\frac{2 \sin ^{2} \theta-1}{2 \sin V_{V} \overline{1-\sin ^{2} \theta}} . \tag{3}
\end{equation*}
\]

For the strophoid \(r=-a \cos 2 \theta / \cos \theta\).
\[
\begin{align*}
& d r / d \theta=-a(-2 \cos \theta \sin 2 \theta+\cos 2 \theta \sin \theta) / \cos ^{2} H . \\
& \tan \phi=\left[a \cos ^{2} \theta \cos 2 \theta\right] /[a \cos \theta(-2 \cos \theta \sin 2 \theta+\cos 2 \theta \sin (\theta)] \\
&=\left[\sqrt{1-\sin ^{2} \theta}\left(1-2 \sin ^{2} \theta\right)\right] /\left[\sin \theta\left(2 \sin ^{2} \theta-3\right)\right] \ldots . \tag{4}
\end{align*}
\]

Now equate (3) and (4) and substitute from (1),
\[
\begin{gathered}
{\left[\sqrt{1-\sin ^{2} \theta}\left(1-2 \sin ^{2} \theta\right)\right] /\left[\sin \theta\left(2 \sin ^{2} \theta-3\right)\right]=\left(2 \sin ^{2} \theta-1\right) / 2 \sin \theta \sqrt{1-\sin ^{2} \theta} .} \\
2 \sin \theta\left(1-\sin ^{2} \theta\right)\left(1-2 \sin ^{2} \theta\right)=\sin \theta\left(1-2 \sin ^{2} \theta\right)\left(3-2 \sin ^{2} \theta\right), \\
21^{\prime}\left(1-\frac{1}{2}\right)(1-1)=1^{\prime}(1-1)(3-1) \text { or } 0=0,
\end{gathered}
\]
which shows that the curves are tangent at point ( \(\theta=\sin ^{-1} \sqrt{ } / 1, r=0\) ) for any value of \(a\) and \(e\). Again substituting from (2),
\[
\sqrt[2]{\sqrt{\frac{a^{8}-e^{8}}{2 a^{8}-e^{8}}}}\left(\frac{a^{8}}{2 a^{8}-e^{8}}\right)\left(\frac{e^{8}}{2 a^{8}-e^{8}}\right)=\sqrt{\frac{a^{8}-e^{8}}{2 a^{8}-e^{8}}}\left(\frac{e^{8}}{2 a^{8}-e^{8}}\right)\left(\frac{4 a^{8}-e^{8}}{2 a^{8}-e^{8}}\right) .
\]

This resolves into the three equations: \(\sqrt{\frac{a^{2}-e^{2}}{2 a^{2}-e^{2}}}=0\), whence \(e= \pm a\).
\[
\begin{gather*}
\frac{e^{8}}{2 a^{3}-e^{2}}=0 \text {, whence } e=0 \ldots . .  \tag{6}\\
\frac{2 a^{8}}{2 a^{3}-e^{3}}=\frac{4 a^{8}-e^{8}}{2 a^{2}-e^{2}}, \text { whence } e= \pm a V^{\prime} 2 . \tag{7}
\end{gather*}
\]

From (5) substituted in (2), \(\sin \theta=0\). \(\therefore\) the curves are tangent at the extremity of the common axis, and the equations become,
\[
\begin{array}{r}
r \cos \theta+a \cos 2 \theta=0 . \\
r^{2}=a^{2} \cos 2 \theta \ldots . \tag{9}
\end{array}
\]

From (9) \(r_{1}= \pm a_{1}, \overline{\cos 2 H}\).
\(\mathrm{From}_{\mathrm{rom}}\) (8) \(r_{2}=\frac{-a \cos 2 \theta}{\cos H}=-a_{\gamma^{\prime}} \overline{\cos 2 \theta} \sqrt{\frac{\cos 2 \theta}{1-\sin ^{2} \theta}}=-a_{V} \overline{\cos 2 \theta} \sqrt{\frac{1-2 \sin ^{2} \theta}{1-\sin ^{2} \theta}}\).
Since for any value of \(\sin \theta\) numerically less than \(1 / \frac{1}{}, \sqrt{\frac{1-2 \sin ^{2} \theta}{1-\sin ^{2} \theta}}\) is nu-
merically less than \(1, r_{2}\) is then numerically less than \(r_{1}\). But by tracing the Carves the leaf of each is seen to be formed by values of \(\theta\) determined by this limit. \(\therefore\) every point of the leaf of the strophoid lies within the lemniecate, and the former is in this case inscribed. From (6) equation of lemniscate becomes \(r^{2}=0\), and the carve becomes a point. From (7) by substituting in (2) \(\sin \theta=\sqrt{\frac{-a^{2}}{0}}\) an impossible value.

Accordingly the leaf of the atrophoid can be inscribed in the leaf of the lemniscate when their axes are equal, and under no condition can the leaf of the lemniscate with an axis greater than 0 be inscribed in the leaf of the strophoid.

Aleo solved by G. B. M. 2ERR, and the Proposer.

\footnotetext{
[It will be seen that Profencor Bleck's result does not realise the intention of the problem as given by the Proposer. However, even for the Propoeer's reading of the problem, his solution seeme to we to be defective in eeveral pointia. We may give Profescor Zorr's solution later. Firron.]
}
 erove.

A draw bridge, a foet in leagth, moven aniformily about a cester axil. At the limant It began to open, a man ctopped on the end; end, walking at a uniform rate in the ctralight line paseing through ite coutar, reeched the opposite end juat es it made 2 complete rovolutions. Find the aboolnte path decortbed by the man, aud the ratlo of hile rate of motion In this pasth and the velocity of the end of the bridge. Apply the reoult to the ease when \(a=8: 0\), and \(n=8\).
 monntio.

Let the man tart at \(C\) and walk toward \(E\), the table torning poaitively. He will traverse \(R\), while the table tarns \(\frac{n}{2}, 2 \pi *^{\circ}\) As velocities are uniform, we have,
\[
C P: P C E:: R: \pi n, \text { or } \rho: \theta:: R: \pi n,
\]
whence \(\rho=\frac{R \theta}{\pi \beta}\) is the equation of the curve.
\[
\text { As } d l-\left[\left(\rho d^{\prime}\right)^{\prime}+d \rho^{*}\right]^{6} \text { we have, }
\]
\[
d l-\frac{R}{\pi, n}\left(1+\theta^{n}\right) d d \theta \text { for this carre, and }
\]
\[
21-\frac{2 R}{n \cdot \pi} \int_{0}^{\theta^{\prime}}\left[1+\theta^{2}\right]^{\dagger} d \theta, \text { and }
\]
\[
L=\frac{2 R}{\pi, \pi}\left[\frac{\theta}{2}\left(1+\theta^{\theta}\right)^{1}+\xi \log \left(\theta+\sqrt{1+\theta^{n}}\right)\right]_{0}^{\pi, n}
\]
\[
L=\frac{R}{\pi \cdot n}\left[\pi \cdot n\left(1+\pi^{2} \cdot n^{2}\right)^{4}+\log \left(\pi \cdot n+\sqrt{1+\pi^{4} \cdot n^{2}}\right)\right]
\]

If \(a=100\) feet, and \(n=2\),
\[
L=\frac{50}{2 \pi}-\left[2 \pi \sqrt{1+4 \pi^{4}}+\log \left(2 \pi+\sqrt{1+4 \pi^{2}}\right)\right]=888.3
\]
[No. 41, Calculue.]
If \(a-86\) inchea, and \(n=1\), we have,
\(L=\frac{18}{\pi}\left[\pi \sqrt{1+\pi^{2}}+\log \left(\pi+1 / \overline{1+\pi^{2}}\right]-69.6+\right.\) inchef.
[No. 45, Calculus.]
If \(a=820\), and \(a=2\), we have,
\[
L=\frac{160}{2 \pi}\left[2 \pi \sqrt{1+4 \pi^{2}}+\log \left(2 \pi+\sqrt{1+4 \pi^{2}}\right)\right]=1082.56 \text { feet. }
\]
[No. 50, Calculus.]
The ratio of rates of extremity of the bridge and the man in his path is:
\[
\frac{a}{2} d \theta+d l=\frac{\pi n}{\sqrt{1+\theta^{2}}}
\]

The ratio of rates of extremity of bridge and the man's walking is :
\[
\frac{\pi a n}{a}=\pi n .
\]
ano notrad by e. B. M. 2ERR and C. W. M. BLACK.

\section*{PROBLEMS.}

\section*{ men Ex Jeras.}

Solve the following equation : \(\left(1+x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+2 y=0\).
68. Proposed by O. W. Airfionr, M. 8o., Prodecsor of Mathematices in Mow Wiadeor College, Yow WiadCargiasel.
A line paceee through a fixed point and rotates uniformly about thie point. Another pacees through a point which moves uniformly along the arc of a given curve and roI aniformly about this point. Develop a method for finding the locus of intersection lese two lines. Apply to case of circle and straight line.

\section*{MECHANICS.}

Nected by B. F. Flichm, Bpringiold, Mo. All contributionit to this department should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
33. Propeed by OITO OLAYYOII, A. B., Powler, Indiana.

The wheel of a wind pump has 60 fans, each turned at an angle of \(45^{\circ}\) to the direction 10 axis, and each having 150 equare inches exposed to the wind. If the wind blows a velocity of \(V\) and the wheel rotates with velocity \(\omega\), what is the component of force reseure along the axis if it is turned at an angle \(\alpha\) to the direction of the wind, asamhe reaistance of the wheel in turning to be \(R\) ?
No solution of this problem has been received.
 Yechasicobure, Prosegtranta.

At what angle with the axis of a atalk must a sharp wedge-shaped blade be atruck, in order to sever the stalk with the least force ?
 Colloge, Texartame, Artannat-Toxas.

Let \(\varphi\) be the inclination of the axis of the stalk to the bliade. A \(=\) aree of of section made by blade, \(r=\) radius of stalk, and suppose resistance per unit of area to vary as \(f(\boldsymbol{\varphi})\).
\(\therefore R=\) resistance per unit of area \(=m f(\varphi)\).
\(\therefore A=\pi r^{2} \operatorname{cosec} \varphi\).
\(\therefore\) Work of cutting any section is \(\pi r^{2} m f(\varphi) \operatorname{cosec} \varphi\). This may be made a minimum when \(f(\phi)\) is known.

\section*{ Lege, Mow Windsor, Maryland.}

Since the blade is sharp we may neglect the force required to cot through the fibres and only regard that required to produce longitudinal compresaion.

Call \(k\) the coefficient of longitudinal compression, \(\theta\) the angle of the biade, and \(\phi\) the angle which the lower surface of the blade makes with the horisontal. Then when the blade has just cut through the stalk the force upon each surfice parallel to the axis of the stalk will be
\[
d F=k[\tan (\phi+\theta)-\tan \phi] x y d x .
\]

Resolving these parallel to the surface of wedge and parallel to median line of wedge we have-
\[
d F_{1}=k \cdot \frac{\cos (\phi+\phi)+\cos \phi}{\sin \frac{\theta}{2}}(\tan (\phi+\phi)-\tan \phi) x y d x,
\]
where \(F_{1}\) is the force perpendicular to base of wedge.
Then \(F_{1}=k \cdot \frac{\cos (\phi+\phi)+\cos \phi)}{\sin \frac{\theta}{2}}[\tan (\phi+\phi)-\tan \phi] \int_{0}^{\operatorname{san}} x y d x\)
\[
=2 k \cos \frac{\theta}{2}[\sec (\phi+\theta)+\sec \phi] \int_{0}^{s a} x y d x .
\]
\[
\frac{d F_{1}}{d \phi}=0 \text { for minimum. }
\]
\(\therefore \sec (\phi+\theta) \tan (\phi+\theta)+\sec \phi \tan \phi=0\). By some obvious reductions
\[
\sin \left(\phi+\frac{\theta}{2}\right) \cdot\left\{\cos ^{2}\left(\phi+\frac{\theta}{2}\right)+\sec ^{2} \frac{\theta}{2}\right\}=0,
\]
whence \(\phi=-\frac{\theta}{2}\).
That is, the medial line is horizontal. The second factor gives imaginary results, except when \(\theta=0\).

\section*{PROBLEMS.}
 fich, Missouri.

A person whose height is \(a\) and weight \(W\) stands in a swing whose length is \(l\). Bupposing the initial inclination of the swing to the vertical is \(a\) and that the person alvays crouches when in the higheat position and stands up when in the lowest, his center of gravity moving through a distance b measured from lower part of swing upward, find how much the arc is increased after \(n\) complete vibrations.
40. Prepead by F. P. MITZ, 8e. D., Ph. D., Profaceor of Mathematics and Aetronomy in Irving ColLege, Mochanicebure, Pennsyivania.

Find the law of the force, in order that the orbit may be a Caesinian Oval.
41. Proposed by O. W. AlrIEOIX, M. 8e., Profecsor of Mathematics and Astronomy, Mow Windsor College, Iow Whadeor, Maryland.

If the earth were a perfect sphere and had a frictionless surface, what would be the motion of a ball placed at a given latitude ?

\section*{DIOPHANTINE ANALYSIS.}

Condacted by J. M. COIAW, Moateroy, Va. All contribatioas to this deparfment should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
40. Proposed by F. P. MIT, D. 8e., Ph. D., Profecsor of Mathematies and Aetronomy in Irving Collage, Mcehaniesburs, Ponneylvanie.

The sum of three positive integral cubic routs of an equation is a square. What is the equation?
 lege, Rouston, Misaisippi.

Let \(a, b\), and \(c\) be the roots of the equation.
We then have \(a^{3}+b^{3}+c^{3}=0\).
This condition is satisfied by the equation \(v^{4}\left(v^{2}+8 v^{2}+27 v^{2}\right)=0\), where
\(a^{3}=v^{6}, b^{3}=8 v^{6}\) and \(c^{3}=27 v^{6}\). Forming the equation from the roots, we have: \(x^{8}-\left(a^{2}+b^{8}+c^{2}\right) x^{2}+\left(a^{2} b^{3}+a^{2} c^{8}+b^{3} c^{3}\right) x-a^{8} b^{3} c^{8}=0\).

Substituting values of \(a, b, c\) and reducing, we have:
\(x^{8}-36 v^{6} x^{8}+251 v^{13} x-216 v^{\prime 3}=0\), where " \(v\) " may be \(1,2,8\), etc., in suc. cession.

\section*{
}

Let \(a, b, c\) be the roots of the cubic equation.
\(\therefore x^{3}-(a+b+c) x^{2}+(a b+a c+b c) x=a b c\), is the equation.
Let \(a=5 m^{2}, b=3 m^{2}, c=m^{2} . \quad \therefore 5 m^{2}+3 m^{2}+m=9 m^{2}\).
\(\therefore x^{3}-9 m^{2} x^{8}+23 m^{4} x=15 m^{4} \ldots . . . . .\). (1).
Let \(a=m^{2}+m n, b=n^{2}-m n, c=2 m n, n>n\).
\(\therefore m^{2}+m n+n^{2}-m n+2 m n=(m+n)^{2}\).
\(\therefore x^{2}-(m+n)^{2} x^{2}+\left(3 m^{3} n+3 m n^{2}\right) x=2 m^{4} n^{2}-2 m^{2} n^{4}\)
(1) and (2) both satisfy the conditions.

Given \(\frac{50(a+b)}{a b}=\frac{81(c+d)}{c d} \ldots \ldots(1) ; \frac{56(a+c)}{a c}=\frac{75(b+d)}{b d} \ldots \ldots(8)\);
\(\frac{65(b+c)}{b c}=\frac{66(a+d)}{a d} \ldots \ldots(3)\), to find the least integral values of \(a, b, c, d\).
1. Elution by the PROPOSTR.

The sum of equations (1), (2) and (3), after clearing of fractions, can be reduced to \(20 d(a b+a c+b c)=111 a b c \ldots \ldots\) (4).

Eliminating from (1) and (4), \(6 d=9 c\).
Eliminating from (2) and (4), \(5 d=9 b\).
Eliminating from (3) and (4), \(4 d=9 a\).
\(\therefore\) The numbers are in the ratio \(a 4, b 5, c 6, d 9\), which will be the leust integers that will satisfy the equation. [See problem No. 36.]
II. Soletion by A. H. BELK, Eillsboro, ninois.

Arranging, \(50 a c d+50 b c d=81 a b c+81 a b d\). (1). \(75 a c d+56 b c d=-75 a b c+56 a b d\). (2). \(65 a c d-66 b r d=66 a b c-65 a b d\). (3).
(1) \(\times 3 \quad 150 a c d+150 b c d=243 a b c+243 a b d\). (4).
(2) \(\times 2\)
(4)-(5)
\(150 a c d-112 b c d=-150 a b c+112 a b d\). (5). \(262 b c d=393 a b c+131 a b d . \quad\) (6).
(2) \(\times 13\)
\(975 a c d-728 b c d=-975 a b c+728 a b d\). (7).
(3) \(\times 15 \quad 975 a c d-990 b c d=990 a b c-975 a b d . \quad\) (8).
(7) - (8) \(\quad 262 b c d=-1965 a b c+1703 a b d .(9)\).
(9)-(6), and reducing \(3 c=2 d . \quad \therefore c=2\), and \(d=3 \quad\) (10).

These values in (1) and (2), etc., \(a=4\) and \(b=5 \quad\) (11).

To obtain the relative values between the two sets of values (10) and (11), take (6) \(\times 1703-(9) \times 131\), results in \(9 a=4 d . \quad \therefore a=4\) and \(d=9, b=5\) and \(c=6\). These are prime to each other. \(\therefore\) are the least values.
 ville, Teasemeen.

The equations can be written : \(50\left(\frac{1}{a}+\frac{1}{b}\right)=81\left(\frac{1}{c}+\frac{1}{d}\right)\),
\[
56\left(\frac{1}{c}+\frac{1}{a}\right)=75\left(\frac{1}{b}+\frac{1}{d}\right), \quad 65\left(\frac{1}{b}+\frac{1}{c}\right)=66\left(\frac{1}{a}+\frac{1}{d}\right)
\]

Let \(1 / a=x, 1 / b=y, 1 / c=r\), and \(1 / d=u\), and the equations become \(50 x+50 y-81 z-81 u=0 ; 56 x-75 y+56 z-75 u=0 ; 66 x-65 y-65 z+66 u=0\).

Thus we have three equations with four anknown quantities.
By determinants \(x: y: z: u::\)
\[
\left|\begin{array}{rr}
50,-81,-81 \\
-75, & 56,-75 \\
-65,-65, & 66
\end{array}\right|:-\left|\begin{array}{rr}
50, & -81,-81 \\
56, & 56,-75 \\
66,-65, & 66
\end{array}\right|:\left|\begin{array}{lr}
50, & 50,-81 \\
56,-75,-75 \\
66,-65, & -66
\end{array}\right|:-\left|\begin{array}{lrr}
60, & 60, & -81 \\
56, & -75, & 56 \\
66, & -65, & -65
\end{array}\right|
\]

Evaluating the determinants, we have, \(x: y: z: u::(131)^{8} 90:(131)^{2} 72:(131)^{2} 60:(131)^{8} 40\), or \(x: y: z: u:: 90: 72: 60: 40\).
Hence \(1 / a: 1 / b: 1 / c: 1 / d:: 90: 72: 60: 40\), or \(a ; b:: c: d:: 4: 5: 6: 9\); whence \(a=4, b=5, c=6, d=9\) are the lowest values.
Almo solved by 4. H. HOLMEs.

\section*{PROBLEMS.}

\section*{47. Propeced by EDIKUID FI8B, Hilleboro Ilisois.}

A rectangular field, whose length and breadth in rods are in whole numders, is enclosed with a fence and subdivided by fences on both diagonals, the total length of the fences is 2204 rods; required the sides and area.
48. Proposed by EYLIESTES ROBBDIB, Morth Braseh Dopot, Mow Jestey.

The edges of a rectangular parallelopiped are within 1 of the proportion \(2: 3: 9\), and they are \(2 x \pm 1,3 x\) and \(9 x,(2 x \mp 1)^{2}+(3 x)^{2}+(9 x)^{2}=\) the diagonal equared \(=94 x^{z} \mp 4 x+1=\square\). To find four integral values for \(x\).

\section*{average and probability.}

Cocireted is B. P. Fill

\section*{SOLUTIONS OF PROBLETE.}



Find the average ares of all the trianglee which can be inscribed in siven circie.
L. Athetion Dy theroront

Let \(P_{1} O P_{8}\) be any ingcribed triangle; and through \(O\) dran any diancter OA. Two cases have now to be considered : (1), the triangle may lie wholly on one side of the diameter OA; (2), the triangle may lie parlly on one side of the diameter OA.
I. Put \(O A=2 r, \angle A O P_{1}=1\), and \(\angle A O P_{1}={ }^{0}\); then \(O P_{1}=2 r \cos \phi, \quad O P_{1}=2 r \cos \theta_{1}\), and the ares of the \(\triangle, P_{1} O P_{1},=A^{\prime},=2 r^{*} \cos \phi \cos\) 施in( \(\left.\phi=\phi\right)\). Hence the sver. age area of the triangles in thit cater, is

\(A_{1}=\int_{0}^{\phi} \int_{0}^{\phi} A^{\prime} d \phi d \theta+\int_{0}^{\phi} \int_{0}^{\phi} d \phi d \theta=\frac{8 r^{2}}{\pi^{z}} \int_{0}^{4} \phi \sin \phi \cos \phi d \phi\)
\[
\begin{equation*}
=\frac{r^{2}}{\pi^{2}}[\sin 2 \phi-2 \phi \cos 2 \phi]_{0}^{t r}=\frac{r^{2}}{\pi} . \tag{1}
\end{equation*}
\]
II. Pat \(\angle A O P_{3}=\phi\); then the area of the triangle \(P_{8} O P_{8},=A^{\prime \prime}\), \(=2 r^{2}\) coatcostain \((\theta+\xi)\). Hence the average area of the triangles in this case, is
\[
\begin{align*}
& \left.+1 \int_{0}^{4 \pi} \cos ^{2} A d \theta\right]=\frac{8 r^{*}}{\pi^{2}}\left[\frac{\pi}{4} \times \frac{1}{2}+\frac{1}{3} \times \frac{\pi}{4}\right]=\frac{2 r^{2}}{\pi} . \tag{2}
\end{align*}
\]

Hence the required dverage area becomes
\[
\begin{equation*}
A=1\left(A_{1}+A_{i}\right)=3 r^{2} / 2 k \tag{8}
\end{equation*}
\]

\footnotetext{


}

We readily get the area of triangle
\[
=\frac{R^{4}}{2}-\{\sin 2 A+\sin 2 B+\sin 2 C\}
\]
which, by virtoe of the relation \(A+B+C=\pi\), rednces to
\[
\frac{R^{z}}{2}\{\sin 2 A+\sin 2 B-\sin 2(A+B)\}
\]
\(\therefore\) Average area \(=\frac{R^{2} \int_{0} \int_{0}^{\infty-A}\{\sin 2 A+\sin 2 B-\sin 2(A+B)\} d A d B}{\int_{0}^{\pi} \int_{0}^{+-A} d A d B}=\frac{8 R^{*}}{2 x}\).



Find the average longth of a line drawn acrose the opposite sides of a rectanglo, Ingoth \(l\) and briadth b.


E. Int \(A B C D\) be the rectangle, \(F G\) the random line. Let \(A B=h, B C=b\), \(\Delta G=y\).
Then \(F\left(A=\left\{b^{2}+(x-y)^{s}\right\}^{4}\right.\).
The limite of \(x\) are 0 and \(t\); of \(y, 0\) and \(x\). Hence the required average aret is
\[
\begin{aligned}
& \Delta=\frac{\int_{\cdot}^{*} \int_{0}^{\pi}\left(b^{2}+(x-y)^{2}\right) d d x d y}{\int_{0}^{1} \int_{0}^{+} d x d y} \\
& =\frac{2}{l^{2}} \int_{\cdot}^{4} \int_{0}\left\{b^{2}+(x-y)^{y}\right\}^{4} d x d y \\
& =\frac{1}{l^{2}} \int_{.}^{N}\left(x\left(b^{2}+x^{2}\right)^{4}+b^{2} \log \left[x+\left(b^{2}+x^{8}\right)^{4}\right]-b^{2} \log b\right\} d x \\
& =\frac{1}{3 y^{2}}\left(l^{3}+b^{2}\right)^{3}+\frac{b^{2}}{l} \log \left\{l+\left(l^{3}+b^{2}\right)^{l}\right\}-\frac{b^{2}}{l} \log b-\frac{i}{l^{2}}\left(l^{2}+b^{2}\right)^{4}-\frac{b^{3}}{b^{2}}+\frac{b}{b^{2}} .
\end{aligned}
\]

For the line \(K L\), we get, by writing \(l\) for \(b\) and \(b\) for \(l\),
\(A_{1}=\frac{1}{3 b^{2}}\left(b^{2}+b^{2}\right)^{1}+\frac{l^{2}}{b} \log \left\{b+\left(b^{2}+b^{2}\right)^{1}\right\}-\frac{l^{2}}{b^{2}} \log l-\frac{1}{b^{2}}\left(l^{4}+b^{2}\right)^{i}-\frac{l^{2}}{8 b^{3}}+\frac{l}{b^{3}}\).
Cor. I. If \(l=b, \Delta=\frac{1}{4}\left(2 V^{\prime} 2\right)+l \log (1+\sqrt{2})-\frac{1}{l} v 2-\mu+\frac{1}{l}\).
Cor. II. If \(\left.l=b=1, \Delta=\frac{1}{(2-1} 1^{\prime 2}\right)+\log \left(1+v^{2}\right)\), which is the same result at given in Williamson's Integral Calculus, page 409.

Ales sotwed by F, P. WATE.

\section*{PROBLEMS.}
 eor, Maryland.

A man is at the center of a circular deeert; he travele at a given rate but in a paforly random manner. What is the probability that he will be off the deacert in a given time?

\section*{40. Propoed by HESEI BRATOI, M. 8c., Aclantio, Iove.}

If every point of an ellipee be joined with every other point, what is the average length of the chords thus drawn?

\author{
 Mechanieabure, Peanaylvania.
}

A line is drawn at random across the chord and given arc of a circular eegment. Piad the mean area of the divisinns.

\section*{MISCELLANEOUS.}

Oonducted by J. M. COIAW, Monteroy, Va. All contributions to this dopartment should be seat to han.

\section*{SOLUTIONS OF PROBLEMS.}
 loge, Santa Roea, Callíornia; P. O., Sobastopol, California.

To an observer whose latitude is 40 degrees north, what is the sidereal time when Fomalhout and Antares have the same altitude : taking the Right Ascension and Declination of the former to be 22 hours, 52 minutes, -30 degrees, 12 minutes; of the latter 16 hours, 23 minutes, -28 degrees, 12 minutes?

Solution by G. B. M. ERRR, A. M., Ph. D., Profeccor of Mathematios and Appliod sciance, Tumstion Oolloge, Tcuarkana, Arkancab-Texal.

Let \(\lambda=\) latitude of observer, \(a, \delta, a_{1}, \delta\), the Right Ascension and Declination of Fomalhout and Antares, respectively, \(\beta=\) altitude, \(h, h\), the hour angles -
\(\therefore \sin \beta=\sin \lambda \sin \delta+\cos \lambda \cos \delta \cos h=\sin \lambda \sin \delta_{1}+\cos \lambda \cos \delta_{1} \cos h_{1}\).
Also \(h+\alpha=h_{1}+\alpha_{1}\).
But \(\lambda=40^{\circ}, \alpha=343^{\circ}, \alpha_{1}=245^{\circ} 45^{\prime}, \delta=-30^{\circ} 12^{\prime}, \delta,=-26^{\circ} 12^{\prime}\).
\(\therefore 66207 \cos h-68734 \cos h_{1}=3954 \ldots \ldots \ldots .\). (1).
\(h_{1}-h=\alpha-\alpha_{1}=97^{\circ} 15^{\prime}, \cos \left(h_{1}-h\right)=.12620 \ldots \ldots \ldots .\). (2).
Let \(\cosh =x, \cos h_{1}=y\).
\(\therefore\) from (2) \(y=.1262 x \pm \sqrt{.98407-.98407 x^{2}}\). This in (1) gives 57532.7692z= \(\mp 68184.81534 \sqrt{1-x^{2}}=3954\).
\(\therefore x^{2}-.05716 x=.58216, . \therefore x=.79211\) or -.73495 .
\(\therefore h=87^{\circ} 87^{\prime}\) or \(187^{\circ} 18^{\prime} 12^{\prime}\). h \(=2\) hours, 80 minutes, 28 econds, or 9 30ra, 9 minuten, 12.8 seconds.
\(\therefore\) sidereal time \(=1\) hour, 22 minutes, 28 seconds, or 8 houre, 1 minuto, 3.8 seconds.

"What ta the length of a chord entting of one-fith of the ared of elrcle thome iampter is 10 foet ? \({ }^{\prime \prime}\)



Let the chord subtend an angle \(=2 \theta, a=\) radius of circle. Then the length \(f\) the chord \(=2 \sigma \sin \theta\).
\(\therefore a^{2}(A-\sin H \cos \theta)=\frac{1}{6} \pi a^{*}\).
\(\therefore \theta-\sin 6 \cos \theta-3 \pi, \therefore \theta=80^{\circ} 32^{\prime}\) nearly.
\(\therefore\) chord \(=2 a \sin\) A \(=10 \sin\) (\% \(=8.7064\) feet.



Let \(A=\) the angle at the center, subteaded by the required chord. Then \(0 \operatorname{ain} \theta=\) the length of the required chord. Now \(\frac{2 \theta}{360} \pi 25\), the area of the sector, - 5 ain \(\theta V\left(25-25 \sin ^{\prime} \theta\right)\), the area of the triangle, \(=5 \pi\), the given area of the segrent. Whence, by reduction, \(\frac{\theta}{180} \pi-\sin \theta \cos \theta=\frac{\pi}{5}\).
\(\therefore \frac{\theta}{90} \pi-2 a i n \theta c o s \theta=\frac{1}{f} \pi . \quad \therefore .08490659-\sin 2 \theta=1.256887\).
From which we readily find, by supposition, the value of \(\theta\); and from sis, the value of \(10 \sin \theta\) to be 8.706 , the length of the cliord required.

By Reversion of Series. Let the given diameter \(-10-D\) and \(1 / 5\) of circle=an \(r^{3} / d\), radius \(=\). io obtain the greatest convergency in the series, let \(A C B\), heangle at the center \(=2 \theta\) and take the sector \(A C D=r^{2} \theta / 2\) und \(r^{2}\) uin \(\theta_{c o s}\) ( \(/ 2=A C E\).

Then \(r^{\prime}(\theta-\sin \theta \cos \theta) / 2=a \pi r^{1} / 2 d\) or arc \(\theta=a \pi / d\) \(+\cos _{V^{\prime}}\left(1-\cos ^{2} \theta\right)\)


Make \(\cos \theta=x\), and when expanded,
\[
\theta=\frac{a \pi}{d}+x-\frac{x^{4}}{2}-\frac{x^{b}}{2.4}-\frac{3 x^{7}}{2.4 .6}-\frac{8.5 x^{4}}{2.4 .6 .8}, \text { etc.,............(2). }
\]

By trigonometry or calculus, we have,
\[
\operatorname{arct}=\frac{\pi}{2}-x-\frac{x^{2}}{2.8}-\frac{8 x^{6}}{2.4 .6}-\frac{3.6 x^{\uparrow}}{2.4 .6 .7}-\frac{3.6 .7 x^{*}}{2.4 .6 .8 .9}, \text { etc., ......(3). }
\]
(2)-(3) and + by 2 , etc.,
\[
\begin{equation*}
y=\frac{(d-2 a) \pi}{4 d}=x-\frac{x^{2}}{6}-\frac{x^{5}}{40}-\frac{x^{2}}{112}-\frac{5 x^{4}}{1152}-\text { etc. }, \tag{4}
\end{equation*}
\]

Assume \(x=A y+B y^{2}+C y^{6}+D y^{7}+E y^{0}+\) etc.
The powers of \(x\) substituted in (4), \(y=A y+\)
\(\left(B-\frac{A^{5}}{6}\right) y^{8}+\left(C-\frac{A^{8} B}{2}-\frac{A^{8}}{40}\right) y^{5}+\left(D-\frac{A^{8} C}{2}-\frac{A B^{8}}{2}-\frac{A^{4} B}{8}-\frac{A^{7}}{112}\right) y^{2}+\) etc.
\(\therefore A=1, B=1 / B, C=13 / 120, D=493 / 5040, E=37369 / 362880\), etc., in (5).
\(x=\cos \theta=y+y^{2} / 6+13 y^{5} / 120+493 y^{2} / 5040+37369 y^{\circ} / 362880+\) etc,,\(\ldots\) (1).
Substituting values, \(y=3 \pi / 20=0.471239=\log\) grithm \(\overline{1} .673241+\).
\[
\text { 2nd }=0.017441
\]
\[
3 \text { rd }=0.002517
\]
\[
4 \mathrm{th}=0.000505
\]
\[
5 \mathrm{th}=0.000118
\]

Fstimated \(=0.000025\)
\[
\cos \theta=\overline{0.491845}
\]

2nd term \(y^{\mathbf{2}}=\overline{1} .019724-\)
\[
6 \quad 0.778151 \text {. }
\]
\(0.017441=\overline{\overline{2} .241573}\)
4th term \(\boldsymbol{y}^{7}=\overline{\mathbf{3}} .712688\)
\(493 / 5040 . . . \overline{2} .990416\)
\(0.000505-=\overline{\mathbf{4} .708104}\)

3rd term \(\boldsymbol{y}^{\mathbf{b}}=\overline{\mathbf{2}} .866306\) \(13 / 120=\overline{1} .034768\)
\(0.002517+\overline{\overline{\mathbf{8}} .400988}\)
5 th term \(\boldsymbol{y}^{\bullet}=\overline{\mathbf{3}} .059171\)
\(37369 / 362880 \ldots\).... 012787
\(0.00018=\overline{\overline{4} .071908}\)

Chord \(A B=10 \sqrt{ }\left(1-\cos ^{8} \theta\right)=8.7068+. \quad .4 C D=60^{c} 32^{\prime} 17^{\prime \prime}\) nearly.
Norn.- Poimula ( 4 ) is also a general solution for the height of the circular segment (cee probina 57, pace 78, Vol. II). When the angle \(\triangle C D\) is leas than 500 , solve (1) for aln 1 , and we have,

Ohord=D.dnd. It will be noticed that the coivergency, in part, dopende on the mallmeen of the value of \(y\).

\section*{PROBLEMS.}
48. Propened by E. B. E8COTT, 6188 Ellis Aronue, Ohicage, Ilisols.

To find a triangle whose sides and median lines are commensurable.
48. Propesed by E. C. WILTES, 8 kull Een, Weat Virginia.

To find, if posaible, a right angled triangle, the bisectore of the acute angles of which, can be expreaeed by integral whole numbers.
44. Prepoced by Prol. P. 8. BERG, Lartmore, Worth Dakota.

Two trees whose heights are 40 and 80 feet, respectively, stand on opposite sides of a stream 30 feet wide. What path does a squirrel take in leaping from the top of the highor to the top of the lower? What is the length of the path?

\section*{EDITORIALS.}

The August-September number of the Monthly will be issued about the 20th of September.

The address of Editor Finkel, after July 1st, will be The University of Chicago, Chicago, Illinois.

This issue has been delayed on account of our engravers missending the plate for Mr. Miller's portrait.

The University of Pennsylvania has conferred the degree of Doctor of Philosophy on our valued contributor, H. C. Whitaker: We congratulate Prof. Whitaker on this merited recognition of his ability.

\section*{PERIODICALS.}

Annual Recreation Number of the Outlook. The Outlook Publishing Oo., 13 Astor Place, New York City.

The Oullook's seventh annual Recreation Number contains nearly a hundred pages and scores of ilinstrations. Nearly all of the special articles relate to outdogr life, aport, recreation, and vacation possibilities. Among the writers are Ian Maclaren, the Rev. Dr. Henry van Dyke, the Rev. Dr. Charles H. Parkhurst, Kirk Munroe, General A. W. Greely, Poaltney Bigelow, and many others.

The Review of Reviews. An International Illustrated Monthly Magazine. Edited by Dr. Albert Shaw. Price, \(\mathbf{\$ 2 . 5 0}\) per year in advance. Single number, 25 cents. Review of Reviews Co., New York City.

The Jone number of The Review of Reviews is, as usual, fall of the history of the important events that are taking place in varions parts of the world. Dr. Shaw, the editor, hat given a close analysis of the political situation which is now being worked out at St. Louis.

The Cosmopolitan. An International Illustrated Monthly Magazine. Edited by John Brisben Walker. Price, \(\mathbf{\$ 1 . 0 0}\) per year in advance. Single number, 10 cents. Irvington-on-the-Hudson, New York.

The Jane number of The Cosmopolitan is keeping up its literary merit, but is each time improving in the artistic excellence which it embodies.
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\section*{APPLICATIONS OF SUBSTITUTION GROUPS.}

\author{
By C. A. MILKER, Ph. D., Paris, Iranoe.
}

Lagrange seems to have been the first to give a clear statement and \(t\) least a partial proof* of the following fundamental

Theoren I. The number ( \(N\) ) of different formal values which are obtained 'y permuting the \(n\) elements of a given function in ceery possible manner is a divis\(\tau\) of nl. \(\dagger\)

About thirty years later Ruffini proved that \(N\) cannot have the values 3 or when \(n=5\), in his work, "Teoria generale delle equazioni, in cui si dimostra imossibile la soluzione algebraica delle equaxioni generali di grado superiore al uarto," Bologna, 1799. He thus proved also that \(N\) cannot be equal to every ivisor of \(n!\).

As it was known that the value of \(N\) is the quotient obtained by dividing 1 by the order of the largest substitution group which transforms the function Ito itself it became an important problem to determine all the possible orders l the substitution groups of \(n\) elements, especially since il was believed that this ould throw light on the solution of the general equation of the \(n^{\boldsymbol{u t}}\) degree. This roblem has been solved only for small values of \(n\).

The given theorem of Lagrange indicates the most direct application 'substitution groups and therefore naturally furnished the starting point for the urly investigations in this subject. It may be readily proved in the following anner. \(\ddagger\)

Let \(\psi\), the given function, be unchanged only by the substitutions in the

\footnotetext{
The proof given by Lagrange in his article, "Reflestione sur la resolution algebrigue des equations," smotres de l' Academie de Berlin, 1770 and 1771 , scems to have been generally conaddered as complete. . Mathien, Comptes Rendus, 46, page 1047. Burkhardt, on the contrary, meems to regard it as incomto. Of. Zeltechrift fur Mathomatik, 1802, page 141.
tal=1.8.8........
fCr. Netoo's Theory of Bubutitutions (Cole's edition) fil.
}
first row of the following rectangle. (These form a groap, for the product of any two leaves \(\psi\) unchanged and is therefore found in this row.)
\begin{tabular}{|c|c|c|c|}
\hline \(8_{1}=1\) & 88 &  & \\
\hline \(t_{8}\) & \(8_{2} t_{8}\) & \(s_{3} t_{8} \ldots \ldots . . . . . . . s_{a} t_{8}\) & \\
\hline \(t_{3}\) & \(8 . t_{3}\) & \(s_{3} t_{3} \ldots \ldots . . . . . . s_{s} t_{3}\) & \\
\hline - & - & - .............. & \\
\hline - & - & ............. & \\
\hline - & - & - \({ }^{\text {a }}\)............ & \\
\hline \(t_{m}\) & \(8_{8} t_{m}\) & \(s_{8} t_{m} \ldots \ldots . . . . . . . s_{c} t_{m}\) & \(m=\frac{n!}{a}\) \\
\hline
\end{tabular}
\(\phi\) will assume the same formal value if any one of the substitutions of a given row is applied to it, for the first factor leaves it unchanged and the second factor is the same throughout the row. If we assume that \(t_{\beta}\left(\beta=2,3, \ldots . .{ }^{( }\right)\) is not found in a preceding row the substitutions of the rectangle are all different, for from
we would have
\[
\begin{array}{ll}
t_{\beta_{2}, \gamma_{1}}=t_{\beta_{1}} \varepsilon_{1} & \left(\beta_{3} \overline{\overline{>}} \quad \beta_{1} \overline{<} m\right) \\
& \left(\gamma_{1}, \gamma_{2}, \gamma_{3} \overline{<} \alpha\right)
\end{array}
\]
\[
t_{p_{1}}=t_{\boldsymbol{p}_{1}} \varepsilon_{r_{0}} .
\]

This is impossible unless \(\beta_{1}=\beta_{3}\) and \(q_{1}=1\). In this case \(t_{1}, 2_{1}\) and \(4_{1} h_{1}\) occupy the same place in the given rectangle.

Since there are just \(n!\) substitutions of \(n\) elements the given rectangle contains each subetitution once and only once. If \(t_{\beta_{1}}\) and \(t_{\beta_{,}}\)would transform \(\phi\) into the same function \(\left(\phi_{1}\right)\) then would the products of all the substitutions in the rows containing \(t_{\beta_{1}}\) and \(t_{\beta_{1}}\) into a substitution* \(t_{\gamma}\) which transfurms \(\psi_{1}\) into \(\phi\) give \(2 \alpha\) different substitutions that transform \(\psi\) into itself. This is contrary to the hypothesis. Therefore \(N=m=\) a divisor of \(n!\).

One of the best known functions to which these elementary principles of substitution groups are commonly applied is the anharmonic ratio of four points. \(\dagger\) If the four points are represented by \(A, B, C\), and \(D\), their anharmonic or cross ratio may be represented by
\[
\psi \equiv \frac{A B}{C B} \div \frac{A D}{C D} \text { or } \frac{A B \cdot C D}{A D \cdot C B} .
\]

It is required to find the number of formal values of \(\phi\) when the points are interchanged in every possible manner. We may do this by dividing \(4!=24\) by the order of the largest group of degree four that transforms \(\psi\) into itself. Since \(\psi\) is unchanged by the sabstitution \(A B . C D\) and also by the subetitution

\footnotetext{
 of each of its aubettutions. We ahall always conalder n to be a finite number.
fCr. Harimess and Morley's.
}
). \(B C\), it must be unchanged by the group generated by these subetitations, vir., (AB.CD). . We know that there are only three groups* of degree four which lude (AB.CD) and that these contain either a substitulion of the form \(A B\) or e of the form \(A B C\). As no such substitution transforms \(\psi\) into itself B.CD) \({ }_{8}\) is the largest group that has this property. The number of different lues of \(\psi\) is therefore \(24 \div 4=6\).

To find these six values of \(\psi\) we may arrange the substitutions of four eleents as follows:
\begin{tabular}{llll}
1 & \(A B . C D\) & \(A C . B D\) & \(A D . B C\) \\
\(A B\) & \(C D\) & \(A C B D\) & \(A D B C\) \\
\(A C\) & \(A B C D\) & \(B D\) & \(A D C B\) \\
\(A D\) & \(A B D C\) & \(A C D B\) & \(B C\) \\
\(A B C\) & \(A C D\) & \(B D C\) & \(A D B\). \\
\(A C B\) & \(B C D\) & \(A B D\) & \(A D C\)
\end{tabular}

Since all the substitutions of a row transform \(\psi\) into the same function we \(n\) find the six formal values of \(\psi\) by applying to it the six substitutions of the st column in this rectangle. \(\dagger\) We thus obtain the following, in order :
\(\frac{B \cdot C D}{\bar{D} \cdot C B}=k ; \frac{B A \cdot C D}{B D \cdot C A}=\frac{\frac{B A \cdot C D}{A D \cdot C B}}{\frac{A D . C B--A B . C D}{A D \cdot C B}}=\frac{k}{k-1} ; \frac{C B \cdot A D}{C D \cdot A B}=\frac{1}{k}\).
\(\frac{3 \cdot C A}{1 \cdot C B}=\frac{A D \cdot C B-A B \cdot C D}{A D \cdot C B}=1-k ; \frac{B C \cdot A D}{B D \cdot A C}=\frac{1}{1-k} ; \quad \frac{C A \cdot B D}{C D \cdot B A}=\frac{k-1}{k}=1-\frac{1}{k}\).
This example furnishes also a clear illustration of what we mean by "difent formul values." The six given values of \(\phi\) are all different as to form but nay have such values that they are not all really different. E. g., if \(k=-1\), sy coincide in pairs. In this case the ratio is called harmonic. If \(k=a n\) imnary cube root of -1 , they coincide in triplets and the ratio is called tianharmonic.

It should be observed that each one of the four subgroups of ( \(A B C D\) )all, ich are of the form ( \(A B C\) ) all, has one substitution in each row. Hence the lowing

Theorem II. The six different formal valued of an anharmonic ratio iour points may be obtained by transforming any three of its points symmetrically.

\footnotetext{
-It is evident that the function is not symmotaic. It would therefore only be neceasary. to eramine the reapect to the other two groups.
Finis is alcarly only one of the 400 different ways in which the aix traneforming senbatitntiome may elected.
}

If \(G\) is the largest group which transforms a function ( \(\psi\) ) into itself we say that \(\psi\) belongs to \(G\). The same relation is also expressed by saying that \(G\) belongs to \(\psi\).* The former of these two expressions is to be preferred since only one group belongs to any given \(\phi\) while an infinite number of functions belong to any given \(G\). This may be readily proved as follows : \(\dagger\)

We first suppose that \(G\) is the symmetric group of \(n\) elements. Every symmetric function of these elements will then belong to \(G\). That their num. ber is infinite, follows directly from the fact that both \(a\) and \(b\) can have an infinite number of different values without impairing the symmetry of the following functions: \(\ddagger\)
\[
x_{1}{ }^{\varepsilon}+x_{2}{ }^{4}+x_{4}{ }^{a}+\ldots \ldots .+x_{n}{ }^{\varepsilon}+b x_{1} x_{2} x_{2} \ldots \ldots . x_{n} \ldots \ldots . . . . . .
\]

We may now suppose that \(G\) consists of a single substitution, vis., identity. In this case every function of the \(n\) elements which is changed in form by each substitution of these elements belongs to \(G\). If we suppose that \(a_{1}, a_{3}, a_{1}\), \(\ldots \ldots, a_{n}\) represent \(n\) different given numbers, the following fanction belongs to G:
\[
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}+\ldots \ldots+a_{n} x_{n} \ldots \ldots \ldots \ldots \ldots . . . . . . .
\]

We may now assign all the possible values of \(a\), with the exception of the finite number of values represented by \(a_{2}, a_{3}, \ldots \ldots, a_{n}\). In this way we obtain an infinite number of functions belonging to \(G\).

We finally suppose that \(G\) represents any other group whose order is \(g\). If we apply the substitutions of \(G\) to any one of the functions of \(B\) we oblain \(g\) different functions, \(\psi_{1}, \psi_{z}, \psi_{3}, \ldots \ldots, \psi_{g}\). In any of the functions \(A\) we may suppose \(n=g\) and the \(x\) 's, in order, replaced by these \(\psi\) 's. The resulting fanction belongs to this \(G\). It is clear that we obtain an infinite number of such fanctions even by using a particular function of either \(A\) or \(B\). We did not prove that all the functions belonging to \(G\) can be obtained in this way. In fact, this is not the case. As it follows from the definition that only one group belongs to a given function the proof is complete.

We have thus far only considered the relations between groups and functions when all the elements of the function which are permuted and no others are explicitly contained in the corresponding group. We have also only considered the number of values of a function when its elements are permuted according to the symmetric group. That the arguments which were employed apply to much more general cases may be illustrated by means of the following wellknown Trigonometry formula
\[
\sin \frac{A}{2}=\sqrt{\frac{(8-b)(8-c)}{b c}} .
\]

\footnotetext{
*Cf. Netto, Theory of Bubstitutions (Cole's Edition) \(\mathbf{5 2 8 .}\) \(\dagger\) Ibld, 800.
\(\ddagger\) If \(a\) and \(b\) are complex numbers, 4 represents \(\infty 0\) different functions.
}

If we regard the first member of this equation as a function of the three angles \(A, B, C\) of a triangle it belongs to the groap ( \(B C\) ) and is therefore a threevalued function of the angles. The second member belongs to the groip (bc) and is therefore a three-valued function of the sides. Hence the formula says that a given three-valued function of the angles is equal to a given three-valued function of the sides.

As no special properties were imposed upon any the sides or angles in deriving the formula the three different values of the angles must correspond separately to the three different values of the sides. It remains only to find the substitutions which transform the given formula into the other two. To do this we may arrange the substitutions of the angles and the sides, in the usual manner, as follows :
\begin{tabular}{llll}
1 & \(B C\) & 1 & \(b c\) \\
\(A B\) & \(A B C\) & \(a b\) & \(a b c\) \\
\(A C\) & \(A C B\) & \(a c\) & \(a c b\)
\end{tabular}

Since the substitutions of a row transform the corresponding functions in the same way and the rows of the two rectangles evidently correspond in order, we may effect the required transformation by any two subetitutions such that one belongs to the first and the other to the second of the following two rows:
\[
\begin{aligned}
& \text { AB.ab, AB.abc, ABC.ab, ABC.abc } \\
& \text { AC.ac, AC.acb, ACB.ac, ACB.acb }
\end{aligned}
\]

If we use the last one of each of these rows we have the rule frequently given in the text-books, viz., "The corresponding formulas for the other two angles may be obtained from this by the cyclical interchange of the letters."

The given formula might also be studied by employing a single group in place of two. The most convenient group is the intransitive group of degree six and order 36 which is obtained by multiplying the symmetric group of the angles into the symmetric group of the sides.* Since the given formula is transformed into itself only by the following four substitutions of this group
\[
1, B C, b c, B C . b c,
\]
it is a nine-valued function with respect to this group. \(\dagger\) Since-substitations of this group transform the first member of the given formula into its three values without affecting the second member, these nine values may be arranged into three triplets, each of which has the same second member. By very simple trials we can show that six of these relations are absurd. Since three must be true the remaining relations are the required formulas.

\footnotetext{
\({ }^{*}\) Cr. Thia journal, Vol. II, page 307.
fithis may be proved in exsotly the same way as Iagrange'l theorem was proved.
}

Since similar remarks apply to a large number of the other Trigonometry formulas, it is clear that these formulas can be discussed in a more general and more definite manner by presupposing a thorough knowledge of the given elementary principles of substitution groups.

It is also easy to show that many problems of factoring can be discussed more completely by presupposing a knowledge of these groups. The following is a very simple illustration :
\[
a^{2}-b^{2}-c^{2}+2 b c=(a+b-c)(a-b+c) \ldots \ldots \ldots . .
\]

The expression belongs to the group (bc) and is therefore a three-valued function; its factors belong to the groups (ab) and (ac) respectively and are therefore aleo three-valued functions. Hence \(C\) indicates an equality between a given three-valued function and the product of two other three-valued functions. These functions belong to three distinct groups. Arranging the substitutions of these groups in the usual manner, we have
\begin{tabular}{llllll}
1 & \(b c\) & 1 & \(a b\) & 1 & \(a c\) \\
\(a b\) & \(a b c\) & \(a c\) & \(a b c\) & \(a b\) & \(a c b\) \\
\(a c\) & \(a c b\) & \(b c\) & \(a c b\) & \(b c\) & \(a b c\)
\end{tabular}

The three values of the given expression* may be obtained by applying to it one substitution from each of the three rows of the first rectangle, e. g., the first column. The factors of these transforms may evidently be found by applying the same substitutions to the given factors. Since \(a b\) and \(a c\) transform one of the factors into itself it follows that the three conjugate expressions contain only three distinct linear factors, viz., the three values of any one of them.

These observations indicate how we may readily determine the total number of substitutions by means of which the factors of all the conjugates of a given expression may be found from those of the given expression. They have brought us in contact with, at least, three important questions, viz.:
1. What relations exist between the factors of a system of conjugate expression?
2. What relations exist between the groups of the factors and the group of the expression?
3. To what extent may these relations be utilized in the process of factoring ?

\footnotetext{
The seme idea is expressed by "the three conjugates of the given exprecalon" or by "the three tranaforms of the given expreasion."
}

\section*{THE BLNOMIAL THEOREM.}

By G. B. M. 2SRR, A. M., Ph. D., Texarkane, Teria.
I use the following rule for expanding all binomials, whether the exponent is integral or fractional, positive or negative.

The number of terms of a binomial expansion is one more than the exponent when the exponent is a positive integer, otherwise the number of terms is infinite. For the first term of the expansion, raise the first term of the binomial to the required power. For any other term of the expansion, multiply the precoding term by the second term of the binomial, and this product by the exponent of the power diminished by two less than the number of terms from the beginning, divide this product by the product of the first term of the binomial into one less than the number of terms from the beginning, always observing the proper algebraic signs of the binomial terms.
\[
\begin{align*}
(a x+b y)^{m} & =(a x)^{m}+\frac{m(a x)^{m} b y}{a x}+\frac{m(m-1)(a x)^{m}(b y)^{z}}{1.2 \cdot(a x)^{z}}+\ldots \ldots \\
& +\ldots \ldots+\frac{m(m-1)(m-2) \ldots \ldots(m-r+2)(a x)^{m(b y)^{r-1}}}{1.2 .3 \ldots \ldots(r-1)(a x)^{r-1}}+ \tag{A}
\end{align*}
\]
(A) gives the expansion without reducing the terms.
(1). To expand \((3 x \pm 4 y)^{6}\).

1st term \(=(3 x)^{6}=243 x^{5} ; 2\) nd term \(=\frac{243 x^{6} \times( \pm 4 y) \times 5}{3 x}= \pm 1620 x^{4} y\);
\[
\begin{aligned}
& \text { 3rd term }=\frac{ \pm 1620 x^{4} y \times( \pm 4 y) \times 4}{2.3 x}=4320 x^{3} y^{2} ; \\
& \text { 4th term }=\frac{4320 x^{3} y^{2} \times( \pm 4 y) \times 3}{3.3 x}= \pm 5760 x^{2} y^{2} ;
\end{aligned}
\]
\[
5 \text { th term }=\frac{ \pm 5760 x^{2} y^{3} \times( \pm 4 y) \times 2}{4.3 x}=3840 x y^{4} ;
\]
\[
\text { 6th term }=\frac{3840 x y^{4} \times( \pm 4 y) \times 1}{5.3 x}= \pm 1024 y^{6}
\]
\[
\therefore(3 x \pm 4 y)^{8}=243 x^{6} \pm 1620 x^{4} y+4320 x^{3} y^{2} \pm 5760 x^{2} y^{3}+3840 x y^{4} \pm 1024 y^{6} .
\]
(2). To expand \(\left(a^{2}+2 b\right)^{7}\).
\[
\text { 1st term }=\left(a^{2}\right)^{q}=a^{14} ; 2 \text { nd term }=\frac{a^{16} \cdot 2 b .7}{a^{2}}=14 a^{18} b ;
\]

3rd term \(=\frac{14 a^{12} b .2 b .6}{2 . a^{2}}=84 a^{10} b^{2} ; 4\) th term \(=\frac{84 a^{10} b^{2} \cdot 2 b .5}{3 . a^{2}}=280 a^{0} b^{2} ;\)
5 th term \(=\frac{280 a^{8} b^{2}: 2 b .4}{4 . a^{2}}=560 a^{6} b^{4} ; 6\) th term \(=\frac{560 a^{6} b^{4} .2 b .3}{5 . a^{2}}=672 a^{4} b^{6} ;\)
7 th term \(=\frac{672 a^{4} b^{5} \cdot 2 b \cdot 2}{6 \cdot a^{2}}=448 a^{8} b^{6} ; 8\) th term \(=\frac{448 a^{8} b^{8} \cdot 2 b \cdot 1}{7 \cdot a^{8}}=128 b^{7}\).
\[
\begin{aligned}
& \therefore\left(a^{2}+2 b\right)^{7}=a^{14}+14 a^{12} b+84 a^{19} b^{2}+280 a^{8} b^{8} \\
& +560 a^{6} b^{4}+672 a^{4} b^{6}+448 a^{2} b^{6}+128 b^{9}
\end{aligned}
\]
(3). To expand \((2+x)^{3}\).
\[
\text { 1st term }=(2)^{-s}=\frac{1}{8} ; 2 \text { nd term }=\frac{1}{8} \times \frac{x \times(-3)}{2}=-\frac{3 x}{16} ;
\]

3rd term \(=-\frac{3 x}{16} \times \frac{x \times(-4)}{2.2}=\frac{3 x^{2}}{16} ; 4\) th term \(=\frac{3 x^{2}}{16} \times \frac{x \times(-5)}{3.2}=-\frac{5 x^{8}}{32} ;\)
\[
5 \text { th term }=-\frac{5 x^{3}}{32} \times \frac{x \times(-6)}{4.2}=\frac{15 x^{4}}{128}
\]
\(\therefore(2+x)^{8}=1-\frac{3 x}{16}+\frac{3 x^{2}}{16}-\frac{5 x^{2}}{32}+\frac{15 x^{4}}{128}-\ldots .\).
(4). To expand \(\left(1+\frac{2 x}{3}\right)^{?}\).
\[
18 \mathrm{t} \text { term }=(1)^{i}=1 ; 2 \text { nd term }=\frac{1 \cdot \frac{2 x}{3} \cdot \frac{1}{2}}{1}=x ;
\]

3rd term \(=\frac{x \cdot \frac{2 x}{3} \cdot \frac{1}{\frac{1}{2}}}{2 \cdot 1}=\frac{1}{6} x^{2} ; 4\) th term \(=\frac{\frac{1}{6} x^{2} \cdot \frac{2 x}{3} \cdot\left(-\frac{1}{2}\right)}{3.1}=-\frac{1}{4} x^{2} ;\)
\[
5 \mathrm{th} \operatorname{term}=\frac{-1 x^{3} \cdot \frac{2 x}{3} \cdot\left(-\frac{1}{2}\right)}{4.1}=1 \frac{1}{2} x^{4}
\]
\(\therefore\left(1+\frac{2 x}{3}\right)^{4}=1+x+\frac{1}{8} x^{2}-\frac{1}{8} x^{3}+\frac{1}{3} x^{4}-\ldots .\).
(5). To expand \((8+12 a)!\).
\[
1 \mathrm{st} \text { term }=(8)^{!}=4 ; 2 \mathrm{nd} \text { term }=\frac{4.12 a .8}{8}=4 a ;
\]

3 rd term \(=\frac{4 a .12 a .(-t)}{2.8}=-a^{2} ; 4\) th term \(=\frac{-a^{2} \cdot 12 a .\left(-\frac{1}{8}\right)}{3.8}=\frac{2 a^{8}}{3}\);
\[
5 \text { th term }=\frac{\frac{2 a^{2}}{3} \cdot 12 a \cdot(-7)}{4.8}=-\frac{7 a^{4}}{12}
\]
\(\therefore(8+12 a)^{8}=4+4 a-a^{8}+\left\{a^{3}-1\right\}^{4}+\ldots .\).
(6). To expand ( \(4 a-8 x)^{-1}\).

1st term \(=(4 a)^{-t}=\frac{1}{2 a!} ; 2\) nd term \(=\frac{1}{2 a^{4}} \cdot \frac{(-8 x)\left(-\frac{1}{2}\right)}{4 a}=\frac{x}{2 a!} ;\)
term \(=\frac{x}{2 a^{!}} \cdot \frac{(-8 x)\left(-\frac{3}{4}\right)}{2.4 a}=\frac{3 x^{2}}{4 a!} ; 4\) th term \(=\frac{3 x^{2}}{4 a^{2}} \cdot \frac{(-8 x)\left(-\frac{1}{2}\right)}{8.4 a}=\frac{5 x^{2}}{4 a^{3}} ;\)
\[
\text { 5th term }=\frac{5 x^{3}}{4 a^{3}} \cdot \frac{(-8 x)(-7)}{4.4 a}=\frac{35 x^{4}}{16 a^{1}} .
\]
\(\therefore(4 a-8 x)^{-4}=\frac{1}{2 a^{!}}+\frac{x}{2 a!}+\frac{8 x^{2}}{4 a!}+\frac{5 x^{3}}{4 a^{3}}+\frac{35 x^{4}}{16 a!}+\ldots \ldots\)
\[
=\frac{1}{2 a^{4}}\left(1+\frac{x}{a}+\frac{3 x^{2}}{2 a^{2}}+\frac{5 x^{3}}{4 a^{8}}+\frac{35 x^{4}}{8 a^{4}}+\ldots \ldots\right) .
\]

The \(r^{\prime n}\) term in \((A)\) is \(\frac{m_{2}(m-1)(m-2) \ldots \ldots(m-r+2)(a x)^{m( }(b y)^{r-1}}{1.2 .3 \ldots \ldots(r-1)(a x)^{r-1}}\).
(7). Find the 4th term of \(\left(\frac{a}{3}+9 b\right)^{10}\).
\[
m=10, r=4 . \quad \therefore 4 \text { th term }=\frac{10 \times 9 \times 8 \times\left(\frac{a}{3}\right)^{1}(9 b)^{3}}{1.2 .3 .\left(\frac{a}{3}\right)^{2}}=40 a^{1} b^{3} .
\]
(8). Find the 28th term of \((5 x+8 y)^{3}\).
\(m=30, r=28\).

(9). Find the 8 th term of \((1+2 x)^{-1}\).
\(m=-1, r=8\).
\(\therefore 8\) th term \(=\frac{\left(-\frac{1}{2}\right)\left(-\frac{8}{8}\right)\left(-\frac{1}{2}\right)\left(-\frac{1}{2}\right)\left(-\frac{1}{2}\right)\left(-\frac{1}{2}\right)\left(-\frac{18}{8}\right)(1)^{-1}(2 x)^{7}}{1.2 .3 .4 .5 .6 .7 .(1)^{7}}=-\frac{429 x^{9}}{16}\).
(10). Find the 10 th term of \(\left(1+3 a^{2}\right)^{4}\).
\(m=3_{3}^{6}, r=10\).

(11). Find the 5 th term of \((3 a-2 b)^{-1}\).
\(m=-1, r=5\).
\[
\therefore 5 \text { th term }=\frac{(-1)(-2)(-3)(-4)(3 a)^{-1}(2 b)^{4}}{1.2 .3 .4 .(3 a)^{4}}=\frac{16 b^{4}}{243 a^{6}} .
\]

These are enough examples to illustrate both the rule and the general term.

I have used this method with my classes for several years and find it easier and better than any other method I have ever used. I have never seen this method in this form. If any of the readers of the Monrrily have ever seen it, I would be pleased to know where to find it.

\section*{}

\section*{}

The Proof that I shall offer is not new perhaps, but I have never seen it print, and for that reason I shall give it in the Montily.

The proof follows as a corollary of the following
Propoarrion: The area of the surface generated by a atraight line revoloing uf an axis in its plane is equal to the product of the projection of the line on the Iby the circumference tohose radius is a perpendicular orected at the middle H of the line and terminated by the axis.

Lot \(A B\) be the straight line revolved about \(C D\) as an exis. When \(A B\) is parallel to the axis \(C X\), the aurfact generated by \(A \dot{B}\) is the convex surface of fruatam of a cone.
\(\therefore\) Ares generated by \(A B=A B \times 2 \pi M O\).
But \(\mathbf{M O}: A E: M R: A B\), or
\[
A B \times M O=A E \times M R=C D \times M R .
\]

\(\therefore\) Ares generated by \(A B=C D \times 2 \pi M R\). Now if \(A B\) is made to approach pendioularity, \(M R\) will approsch paralielism to \(C X\), and, in consequence, \(C D\) lapproach 0 as its limit and \(\boldsymbol{H} \boldsymbol{R}\) will approsch \(\infty\) as its limit. Hence, in the it, wo have
area generated by \(A B=C D \times 2 \pi M R=0 \times 2 \pi \times \infty\).
But area generated by \(A B\) when \(A B\) is perpendicular to \(C X\) is \(\left.C^{3}-A C^{8}\right)\). Hence, \(\pi\left(B C^{3}-A C^{4}\right)=0 \times 2 \pi \times \infty\), or \(B C^{4}-A C^{3}=2 \times 0 \times \infty\) \(\times \infty\). When \(A C=0\), we have \(0 \times \infty=B C^{8}\). Now \(B C\) is entirely arbitrary. nee, \(0 \times \infty\) is indeterminate. But when \(B C\) is a definite quantity, as for mple 8 , then \(0 \times \infty\) has the definite value 9 .

The fundemental type of eymbols of indetermination is \(\frac{0}{0}\), and to thistype. - may be reduced. Thus, \(0 \times \infty=0 \times \frac{1}{\frac{1}{6}}=\frac{0 \times 1}{0}-\frac{0}{0}\). The indeterminate \(3, \frac{1}{\infty},=\frac{\frac{1}{\frac{1}{1}}}{\frac{1}{\infty}}=\frac{0}{0}\). Also \(\infty-\infty=\frac{\frac{1}{1}}{\frac{-1}{6}}-\frac{1}{\frac{1}{\infty}}=\frac{1}{0}-\frac{1}{0}=\frac{0}{0} ; 0^{\circ}=0^{n}+0^{\circ}=\frac{0^{n}}{0^{-}}\)


When these forms occur as the answers of problems, they have, in general, perfectly definite values, and these definite values must be found. But when these forms stand apart from the consideration of problems, they are perfectly meaningless,

Drury College, September 14, 1896.

\section*{ARITHMETIC.}

Conducted by B. F. FIIGTh, 8pringicld, Mo. All contributions to this dopartiment should be ecat to him.

\section*{SOLUTIONS OF PROBLEIS.}
60. Propesed by J. E. ELLWOOD, A. M., Prinaipal of Coliax Sohool, Pitteburs, Peanglvaita

A pipe 1 foot long and 27-82 inch in diameter has a half-inch orifice and weighs 18 pounds. What is the diameter of a pipe the same length and orifice, but weighing 41 ounces?
I. Solution by F. M. MôAW, A. M., Profescor of Mathomatice, Bordentown Mifitary Incticate, Eerder town, Iow Jersoy.

Let \(V_{1}=\) volume of "solid" pipe.
Let \(V_{z}=\) volume of bore.
Then \(V_{1}-V_{z}=\) volume of metal \(=\pi\left(\frac{1}{2}\left\{\frac{1}{z}\right)\right.\) cubic inches.
Since weights are proportional to volumes, \(\pi\left(\frac{f}{f} \frac{1}{}\right): V_{2}=28: 41\), where \(V_{3}=\) volume of required size of pipe.

Add to this volume of bore \(=V_{8}\), and we have,
\[
V_{3}+V_{\mathrm{t}}=V_{4}=\text { new "solid" pipe }=\pi\left(\frac{f}{f} \frac{1}{f} \frac{1}{2}\right) \text { cubic inches. }
\]

 reacerillo, Iow Jersoy.

The volumes of the two pipes will have the same ratio as their weights.
\[
\text { Hence, } \frac{\pi l\left[\left(\frac{D}{2}\right)^{2}-\left(\frac{d}{2}\right)^{2}\right]}{\pi l\left[\left(\frac{D^{\prime}}{2}\right)^{2}-\left(\frac{d}{2}\right)^{2}\right]}=\frac{w}{2 w^{\prime}} ; \text { or } \frac{D^{2}-d^{2}}{D^{\prime 2}-d^{2}}=\frac{w}{w 0^{\prime}},
\]
where the \(D\) 's represent the diameters of the pipes, and \(d\) the common diameter of their orifices. From this
\[
\begin{aligned}
& D^{\prime}=\sqrt{\frac{w^{\prime} D^{2}-w^{\prime} d^{2}+w d^{2}}{w}}=\sqrt{\frac{w^{\prime}}{w}\left(D^{2}-d^{2}\right)+d^{2}} .
\end{aligned}
\]

Also solved by G. B. M. EERE, H. C. WILEES, and J. BCHEPPER.
 lage, Mechanicabers, Peanayivania.

Insured my store for \(a / b\) th \(=\) th of its value, at \(r=1 \xi \%\); but soon afterward the store was burned down, and my loss over the insurance was \(\$ L=\$ 4150\). What was the value of my store?

Constraing the terms of this question as they are used in legal and insurance circles the solution is \(\$ 4,150 \times 4=\$ 16,600\).

But the proposer evidently intends to reckon the premium paid as a part of the "loss."

Then for every \(\$ 4.00\) of value \(\$ 3.00\) was insured at a cost of 3.75 cents, leaving \(\$ 1.0375\) of loss.

Hence 1.0375 : 4 :: \(4150: 16,000\).
II. Solation by J. 80:nitith, A. M., Fagerstowa, Maryland.

The value of the policy is \(\frac{a}{b} \cdot \frac{r}{100} x, x\) representing the value of the store. We have, therefore, obviously,
\[
x\left[1-\frac{a}{b}\left(1-\frac{r}{100}\right)\right]=L, \therefore x=L+\left[1-\frac{a}{b}\left(1-\frac{r}{100}\right)\right] .
\]

Substituting numerical value, we find \(x=\$ 16,000\).
III. Solation by G. B. M. E3RR, A. M., Ph. D., Texarkana, Artankar-Texac ; P. 8. BERG, Larimore, Iorth Dakota ; and A. P. REND, A. M., Clarence, Miscourt.

Let \(s=\) value of store.

Then \(8-\frac{a 8}{b}=\left(\frac{b-a}{b}\right) s ; \frac{r}{100} \times \frac{a 8}{b}=\frac{a r 8}{100 b} . \therefore\left(\frac{b-a}{b}+\frac{a r}{100 b}\right) s=L\).
\(\therefore s=\frac{100 b L}{100 b-100 a+a r}=\frac{400(4150)}{100+\frac{18}{8}}=\$ 16,000\).
Also solved by EDWARD R. ROBBINS, and F. M. McGAW.

\section*{PROBLTESS.}
66. Proposed by P. P. MITZ, M. 8e., Ph. D., Profecsor of Mathemation and Aetronomy in Irviac Ot loge, Moehaniesburg, Ponnaylvania.

Bought April 4, 1894, 250 yards of broadcloth at \(\$ 5.371\) per yard, less 124 and \(10 \%\) discount for cash payment. Sold September 5, 1894, at 15, 10, and 5\% on quoted price, the cloth; and in settlement received a 90 -day note which I had discounted at 54\%, October 19, 1894, by the First National Bank of Baltimore, Maryland. Reckoning 6\% interest on the money invested in the cloth, what is the profit made?
66. Proposed by P. P. MATZ, M. 8o., Ph. D., Protecesor of Mathematies and Aotronomy in Irviact Cot lege, Mochanlosburg, Ponssylvania.

Brown adds \(m=10 \%\) of water to the pure wine he buys, and then sells the mirture at a price \(n=10 \%\) greater than the cost price of the pure wine. What is his rate per cent. of profit?

\section*{ALGEBRA.}

Condeoted by J. M. COLAW, Montarey, Va. All contributions to this dopartment should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
68. Proposed by Professor C. E. WHITE, A. M., Trafalgar, Indiana.

Prove that every algebraic equation can be transformed into another equation of the same degree, but which wants its \(n^{\text {th }}\) term.
I. Solution by HExRE HEATOM, M. 8c., County 8urveyor, Atlantic, Iowe.

To illustrate, let \(x^{4}+a x^{3}+b x^{2}+c x+d=0\) be any equation of the fourth degree. Put \(x=y+p\); then the equation becomes
\[
\begin{aligned}
y^{4}+(4 p+a) y^{3}+\left(6 p^{2}+3 a p+b\right) y^{2} & +\left(4 p^{3}+3 n p^{2}\right. \\
& \left.+2 b p^{\prime}+c\right) y+p^{4}+a p^{3}+b p^{2}+c p+d=0 .
\end{aligned}
\]

Since we are at liberty to give \(p\) any value, we may give it the value that will make \(4 p+a=0\) or \(-a / 4\); then will the coefficient of \(y^{2}\) disappear. It is also evident that we may give \(p\) such a value that any desired coefficient will digappear. It is also evident that to find the desired value of \(p\) by this method requires for the second term, the solution of an equation of the first degree ; for the third term, the solution of ah equation of the second degree, etc. It is further evident that this is true without regard to the degree of the original equation.

\section*{II. Solation by RIIIJ. P. TAMIEIT, A. M., Protecsor of Mathomaties in Mount Uaion Colloge, Alliameo,} Ohso.

If not already so, any equation of the \(n^{n h}\) degree may be reduced to the form \(x^{n}+A x^{n-1}+B x^{n-2}+\ldots \ldots+L=0\). Now, by putting for \(x, x+a\), we obtain a new equation whose ronts differ from the corresponding roots of the given equation by \(a\), (and whose degree, therefore, is still the \(n^{\text {(h) }}\) ) viz.:
\[
\begin{aligned}
x^{n}+(n a+A) x^{n-2}+\left(\frac{n(n-1)}{\frac{12}{2}} a^{2}+\right. & (n-1) A a+B) x^{n-2} \\
& +\ldots \ldots+\left(a^{n}+A a^{n-1}+B a^{n-2}+\ldots \ldots+L=0 .\right.
\end{aligned}
\]

As \(a\) is an arbitrary constant, it may be selected so that ( \(n a+A\) ) \(=0\), or
\[
\left(\frac{n(n-1)}{1_{2}^{2}} a^{2}+(n-1) A a+B\right)=0,
\]
or any coefficient, except the first, \(=\) C. Hence, any term, except the first, may thus be removed.

\author{
III. Solution by O. W. Alftiolit, M. Be., Profecsor of Machematies and Astronomy in Mow Whadeor College, Ior Windsor, Marjiand.
}

Every algebraic equation may be written
\[
X^{k}--\sum \alpha \cdot X^{k-1}+\sum \alpha \beta \cdot X^{k-2} \ldots \ldots=0 .
\]

The coefficient of the \(n^{\text {in }}\) term will be \(\Sigma \alpha \beta \gamma \ldots \ldots\) to \(n-1\) factors. Now in place of \(X\) write \(X+h\); then \(\alpha, \beta, \gamma\), etc., will be changed into \(\alpha+h, \beta+h, \gamma+h\), etc. The coefficient of \(n^{\text {ih }}\) term will then be \(\pm \Sigma(\alpha+h)(\beta+h)(\gamma+h) \ldots \ldots\). \(n-1\) terms. If we equate this to zero, we may consider it an equation of degree \(n-1\) in \(h\). This will give \(n-1\) values of \(h\). Therefore there are \(n-1\) transformations which will make the \(n^{\text {ih }}\) term vanish. Consider the first term, \(n-1\); there are in that case no transformations.

Aleo solved by PROF. E. W. MORRBLLL.
68. Proposed by J. A. Catderifiad, A. B.. Professor of Mathematios in Curry Oniversity, Pittabars, Pransylvaia.

Given \(x^{2}+x_{V} x y=10\), and \(y^{2}+y \sqrt{ } x y=20\) to find \(x\) and \(y\) by quadratics.
1. Solation by E. L. BROWH, A. M., Profeceor of Mathematies, Capital Univeraity, Columber, Ohio;


Factoring, we have \(x^{\dagger}\left(x^{4}+y^{4}\right)=10, y^{1}\left(x^{4}+y^{d}\right)=20\).
\[
\therefore y^{4} / x^{4}=2, y^{4}=2 x^{4} . \quad \therefore y=y^{4} 4 x .
\]
\(\therefore y^{4}= \pm x^{+} \geqslant 2\), this in either equation gives
\[
x^{2}(1 \pm \not 22)=10, \quad \therefore x= \pm \sqrt{\frac{10}{1 \pm y^{2}}}, y= \pm \not \sqrt{4} \sqrt{\frac{10}{1 \pm \vartheta^{2}}} .
\]

 GROBER, 4. M., War Dopartment, Wahhiagton, D. C.

Factoring the given equations, we obtain
\(x v^{\prime} x\left(\imath^{\prime} x+\downarrow^{\prime} y\right)=10=a\),
(1), \(y_{1} / y(\sqrt{ } x+\sqrt{ } y)=20=b\),
(1) \(+(2)\) gives \(\frac{x \sqrt{ } x}{y \vdash^{\prime} y}=\frac{a}{b}\). Squaring and reducing, we get
\[
y=\frac{x \sqrt{ } b^{2}}{\sqrt[y]{a^{2}}}, \text { and } \sqrt{x y}=\frac{x \sqrt{y}}{\sqrt{ } a} .
\]

Substituting in first given equation, we have \(x^{8}+\frac{x^{2} \sqrt{v}}{\sqrt[y]{ } a}=u\);
\[
\begin{aligned}
& \text { whence } x= \pm\left(\frac{a \sqrt{ } a}{\sqrt[y]{ } a+\sqrt[y]{ } b}\right)^{\frac{1}{2}}= \pm\left(\frac{10}{1+\sqrt[y]{2}}\right)^{\prime} \\
& \text { and } y= \pm\left(\frac{b \sqrt[y]{ } b}{\sqrt[y]{a+\sqrt{2} b}}\right)^{\frac{1}{2}}= \pm\left(\frac{20 \sqrt[2]{2}}{1+\sqrt{2}^{2}}\right)^{\frac{1}{2}}
\end{aligned}
\]
 Omio ; and Prof. E. W. MORRELL, Moatpelier Seminary, Montpelier, Varmont.

The given equations may be written,
\[
\begin{equation*}
x \sqrt{x y}=10-x^{2} \ldots \ldots \ldots \ldots(1), y_{l} \cdot \overline{x y}=20-y^{2} . \tag{2}
\end{equation*}
\]
(1) \(\times(2), x^{2} y^{2}=200-20 x^{2}-10 y^{2}+x^{2} y^{2} . \quad \therefore 2 x^{2}+y^{2}=20\)

From (2) and (3), \(2 x^{2}=y v^{\prime} \overline{x y} . \therefore y=x^{2} 4\).
\[
\begin{equation*}
\text { (4) in (1), } x= \pm \sqrt{\frac{10}{1+l^{2} 2}} . \quad \therefore y= \pm \sqrt{\frac{20 \sqrt{2}_{2}^{2}}{1+\sqrt{2}^{2}}} . \tag{4}
\end{equation*}
\]
IV. Solation by J. H. DRUMMOMD, LL. D., Porthand, Maine ; A. H. HOLITRS, Bramowick, Malae ; and O. W. Astioity, M. So., Iow Wiadeor Colloge, Mow Windeor, Marglad.

Let \(y=v^{2} x\), then \(x^{2}(1+v)=a=10\), and \(v^{3} x^{2}(1+v)=b=20\).
\[
\therefore v=\sqrt[8]{\frac{b}{a}}, \text { and } x= \pm \frac{a^{!}}{\sqrt{a^{2}+b^{i}}},= \pm\left(\frac{10}{1+8^{2}}\right)^{!} .
\]
\[
y= \pm \frac{b^{i}}{y^{\prime} \cdot b^{i}+b^{i}},= \pm\left(\frac{20 v^{2}}{1+y^{2} 2}\right) .
\]
T. Sohetion by GEMS. A. HOBBS, A. M., Mastor of Mathematios in the Belmont Sohool, Bolmont, Messechuctits.
\[
\begin{gathered}
x^{2}+x^{4} y^{4}=10, y^{2}+x^{4} y^{3}=20 \text {. Let } y=v x . \\
\text { Then } x^{2}+v^{2} x^{2}=10, v^{2} x^{2}+v^{3} x^{2}=20 . \\
\therefore x^{2}=\frac{10}{1+v^{4}}, \text { and } x^{2}=\frac{20}{v^{2}+v^{3}} . \therefore \frac{10}{1+v^{4}}=\frac{20}{v^{2}+v^{1}} .
\end{gathered}
\]

Dividing by 10 , and clearing of fractions, \(0 \boldsymbol{i}=2, v=2^{1}\).
\[
\therefore x^{2}=\frac{10}{1+2^{4}}, x=\sqrt{\frac{10}{1+y^{2}}}, \quad y=2^{7} \sqrt{\frac{10}{1+y^{2}}}=\sqrt{\frac{20 y^{2} 2}{1+y^{2} 2}} .
\]
VI. Solution by J. W. WATs0I, Midde Creok, Ohio ; and I. O. WIFTres, Bkall Ran, Weot Virtinia.

Put \(x=m^{2}, y=n^{2}\). Then, the given equations become, after factoring, \(n^{2}(m+n)=10 \ldots \ldots(1)\), and \(n^{2}(m+n)=20 \ldots \ldots(2) . \quad\) Whence \(n=m n^{2} 2\).

Then in (1) \(m^{2}\left(m+m v^{2}\right)=10\), or \(m^{4}(1+\sqrt{2})=10\).
\[
\therefore m^{4}=\frac{10}{1+y^{2} 2}, \text { and } m^{2}= \pm \sqrt{\frac{10}{1+y^{8 / 2}}},=x .
\]

Also, \(n^{2},=y,= \pm \sqrt{\frac{20 y^{2}}{1+y^{2}}}\).

\section*{GEOMETRY.}


\section*{SOLUTIONS OF PROBLEMS.}
60. Proposed by wiwhin EOOVER, A. M., Ph. D., Profeceor of Mathomatios and Astroncomy, Onio Uatroxity, Atheas, Ohio.

The locus of the centers of the isogonal transformations of all the diameters of the circumcircle of any triangle is the nine-points circle. Brocard.



Let \(O\) and \(\boldsymbol{H}\) be the circum and ortho-centers reepectively of the triangle \(A B C\). Draw the diameter \(D E\), connect \(E\) and \(H\), and from \(F\) the mid-point of \(E F\) draw \(F G\) parallel to \(O E\).

Now \(\boldsymbol{H}\) and 0 are jnveree pointe.
\(G\) is the mid-point of \(H O\) and \(G F=1 O R=8\) constent.
\(\therefore G\) is the center and \(G F\) the radius of the ninepoint circle.
\(\therefore\) The locns of \(F\) is the nine-point circle.

\section*{}

Let \(l a+m \beta+n \gamma=0 . \ldots . . . .\). (1) be any diameter. The logonill trank formation of (1) is
\[
\begin{equation*}
\frac{l}{\alpha}+\frac{\ldots}{\beta}+\frac{\hbar}{\gamma}=0 . \tag{2}
\end{equation*}
\]


Now (1), passing throngh the center of the circumcirele, the coordinates of which are proportional to \(\cos A, \cos B, \cos C\), gives the relation
\[
\begin{equation*}
l \cos A+m \cos B+n \cos C=0 . \tag{8}
\end{equation*}
\]

Aleo, the center of (2), which is an equilateral hyperbola, with condition - (8), is given by
\[
\begin{equation*}
\frac{l}{n}=\frac{-a \alpha^{2}+b a \beta+c \alpha \gamma}{b \beta \gamma-c \gamma^{2}+a \alpha \gamma}, \quad \frac{m}{n}=\frac{a \alpha \beta-b \beta^{n}+c \beta \gamma}{b \beta \gamma-c \gamma^{2}+a \alpha \gamma} \ldots . \tag{4}
\end{equation*}
\]

Dividing (3) by n, and aubatituting equations (4), and reducing,
\[
\begin{equation*}
a f y+b a \gamma+c a \beta-a \alpha^{2} \cos A-b \beta^{2} \cos B-c \gamma^{2} \cos C=0 \tag{5}
\end{equation*}
\]
the nine-points circle.



Show that pairy of points, on a mbraight line, may be wo related harmonically that a pair of real pointa will be harmonic with regaid to a pair of imaginary pointw, and by thil means prove that there are an indefinite number of conjugate pairs of imeginary pointa on a real line.
 Tedvarlity, Athese, 0lito.

If the four points be \(A, B, C, D\), and the axis of \(x\) coincide with the given解aight line, \(A, B\) mas be supposed given by
\[
\begin{equation*}
\alpha x^{2}+2 \beta x+\gamma=0 \ldots \tag{1}
\end{equation*}
\]
\[
\begin{equation*}
\text { or } x=\frac{-\beta \pm \sqrt{\beta^{2}-\gamma^{2}}}{\alpha} \tag{2}
\end{equation*}
\]
and \(C, D\), by \(\alpha^{\prime} x^{2}+2 \beta^{\prime} x+\gamma^{\prime}=0\).
Now as long as \(\gamma\) exceeds \(\beta\), (2) gives imaginary values for \(x\), and so for a ille pair of values for (3), which does not violate the condition
\[
\begin{equation*}
\alpha \gamma^{\prime}+\alpha^{\prime} \gamma=2 \beta \beta^{\prime} \tag{4}
\end{equation*}
\]
any number of values of \(\beta, \gamma\) in (2) always being consistent with (4).
II. Solation by JOMI B. FAJGET, A. M., Instruetor in Mathematics, Indiana Univaraity, Bloomington, Indian.

Using trilinear coordinates, take \(B\) and \(C\) for the two real points on the real line \(\alpha=0\), i. e., \(b \beta+c \gamma=2 \Delta . \quad B^{2}+K^{2} \gamma^{2}=0\), is the equation of two lines through \(A\); that is \(\beta+K i \gamma=0\), and \(\beta-K i \gamma=0\). These lines form with \(\beta=0(A C)\) and \(\gamma=0(A B)\) a harmonic pencil, and hence intersect \(B C\) in two points forming with \(B\) and \(C\) a harmonic range.

Moreover these lines are imaginary for all real values of \(K\) and hence must intersect \(B C\) in imaginary points, otherwise they would contain two real points,
 which is impossible.

The coordinates of the points of intersections of these imaginary lines may be found by solving with \(b \beta+c \gamma=2 \Delta\). Thas \(\beta=-K i \gamma\) gives
\[
\begin{gathered}
(c-b K i) \gamma=2 \Delta \text { and } \gamma=\frac{2 \Delta c}{c^{2}+b^{2} K^{2}}+\frac{2 \Delta K b}{c^{2}+b^{2} K^{2}} i \\
\text { and } \beta=\frac{2 \Delta K^{2} b}{c^{2}+b^{2} K^{2}}-\frac{2 \Delta K c}{c^{2}+b^{2} K^{2}} i, \text { and } \beta=K i \gamma, \text { gives } \\
\gamma=\frac{2 \Delta c}{c^{2}+b^{2} K^{2}}-\frac{2 \Delta K b}{c^{2}+b^{2} K^{2}} i, \text { and } \beta=\frac{2 \Delta K^{2} b}{c^{2}+b^{2} K^{2}}+\frac{2 \Delta K c}{c^{2}+b^{2} K^{2}} i .
\end{gathered}
\]

If \(P\) and \(Q\) denote the imaginary points of intersection, we see that their coordinates are conjugates. These points are called "conjugués harmoniques" with respect to \(B\) and \(C\), by M. Chasles.

It is evident that by giving different values to \(K\) an infinite number of such points can be found.
III. Solution by the PROPOSER

The roots of \(a x^{2}+2 b x+c=0\) and \(a^{\prime} x^{2}+2 b^{\prime} x+c^{\prime}=0\) will be.harmonic if \(a c^{\prime}+a^{\prime} c-2 b b^{\prime}=0\) (see Scott's Geometry, page 45).

Let \(x^{2}=p^{2}\) give the points \(A\) and \(B\). Let \(x=O M=K<(O B=p)\) be midway between the other points, \(P\) and \(Q\). The equation giving \(P\) and \(Q\) is
\[
\begin{gathered}
a^{\prime} x^{2}+2 b^{\prime} x+c^{\prime}=0, \text { with the conditions } \frac{b^{\prime}}{a}=-K, \text { and } c^{\prime}-p^{2} a^{\prime}=0 \\
\text { or } x^{2}-2 K x+p^{2}=0
\end{gathered}
\]

But since \(K<p, K^{3}-p^{3}<0\), the roots of this equation are imaginary, and since there are an indefinite number of values for \(K<p\), there will be an indefinite number of pairs of imaginary points on the line harmonic with the given real pair. (Scott's Geometry, page 45.)

Golved in a almilar manner by G. B. M. EERRR.

\section*{PROBLTMES.}
 0. Valveraty, Mimaleaipal.

Prove, analytically :-A rectangular hyperbola cannot be cut from a right circular cone unless the angle at its vertex is greater than a right angle.
 Grant County, Marion, Indiana.

Let the bisectors of the angles \(A, B, C\) of a triangle meet the sides opposite \(A, B, C\) in \(A^{\prime}, B^{\prime}, C^{\prime}\). Let \(A A^{\prime}, B B^{\prime}, C C^{\prime}\) meet the sides of the triangle \(A^{\prime} B^{\prime} C^{\prime}\) in \(A^{\prime}, B^{\prime}, C^{\prime \prime}\). Let this process continue indefinitely. Express the sides and angles of the triangle \(A^{(m)} B^{(m)} C^{(m)}\) in terms of the sides and angles of the original triangle \(A B C\).

\section*{MECHANICS.}

Coadseted by B. F. Fmichi, springield, Mo. All contributions to this dopertment should be sent to him.

\section*{SOLUTIONS OF PROBLEMS.}
84. Propoced by O. W. AryEOIT, M. 80., Professor of Mathematies and Astronomy, Mew Windsor ColMen Eew Wiadsor, Ilarylase.

A particle is placed within a thin cylindrical shell without ends. Find the resultant uttraction, the cylinder being composed of matter attracting according to the laws of nature.

Bolution by C. B. M. ZBRR, A. M., Ph. D., Profeneor of Mathemation and Applied Bolonce in Tomartama Colloge, Fecmitesen, Arkancas-Terns.

Let \(r=2 a \sin \theta\) be the equation to the cylinder, so that the origin is in the surface of the cylinder at one end, then \(y=r \sin \theta=2 a \sin ^{2} \theta, z=r \cos \theta=2 a \sin \theta \cos \theta\), \(l=\) length of cylinder, \((x, y, z)\) coordinates of any point in the shell, \(\rho=\) density, \(k=\) thickness of shell. It is always possible to take the axes of coordinates so that the particle will lie in the plane of the axis of \(y\); let \((m, n, 0)\) be the coordinates of the particle, mass unity.
\[
d s=2 a d x d \theta, p=1 \cdot \overline{(x-n)^{2}+(y-n)^{2}+z^{2}}=\sqrt{(x-m)^{2}+n^{2}-4} \pi(n-a) \sin ^{2} \theta, n>a
\]

This will give attraction for all possible positions of the particle. For \(n<a\),
\[
p=l\left(\overline{x-m)^{2}+(2 a-n)^{2}-4 a(a-n) \sin ^{2}\left(\frac{1}{2} \pi-\theta\right)},\right.
\]
and the solution would be the same as for \(n>a\).
\[
\text { Let } \frac{4 a(n-a)}{m^{2}+n^{2}}=b^{9}, \frac{4 a(n-a)}{(l-m)^{2}+n^{2}}=c^{2}, \quad \frac{4 a(n-a)}{n^{2}}=d .
\]

Resolving the attractions parallel to the axes, we easily get
\[
X=2 a \rho k \int_{0}^{\pi} \int_{0}^{l} \frac{(x-m) d \theta d x}{\left\{(x-m)^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta\right\}}
\]
\[
\begin{gathered}
=2 a \rho k \int_{0}^{\pi}\left\{\frac{1}{v^{\prime} m^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta}-\frac{1}{\sqrt{(l-m)^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta}}\right\} d \theta \\
=\frac{2 a \rho k}{\sqrt{m^{2}+n^{2}}} E_{0}^{\bar{\prime}}(b, \theta)-\frac{2 a \rho k}{l^{\prime} \overline{(l-m)^{2}+n^{2}}} E_{0}^{\pi}(c, \theta)
\end{gathered}
\]
\[
F=\text { resultant attraction }=V^{\prime} \overline{X^{2}+\overline{Y^{2}+Z^{2}}}
\]

When \(n=a\), the particle is on the axis of the cylinder, then
\[
F=X=2 \pi a \rho k\left\{\frac{1}{\sqrt{m^{2}+a^{2}}}-\frac{1}{\sqrt{(l-n)^{2}+a^{2}}}\right\}
\]

When \(m=\frac{1}{2} l\), the particle is at the center of the cylinder, and \(F=0\).
\[
\begin{aligned}
& Y=2 a \rho k \int_{a}^{\pi} \int_{0}^{l} \frac{\left(2 a \sin ^{2} \theta-n\right) d(\theta d x}{\left\{(x-n)^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta\right\}^{!}}, \\
& =2 a \rho k \int_{0}^{\pi}\left\{\frac{l-m}{\sqrt{(l-n t)^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta}}\right. \\
& \left.+\frac{m}{\sqrt{m^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta}}\right\} \frac{\left(2 a \sin ^{2} \theta-n\right) d \theta}{n^{2}-4 a(n-a) \sin ^{2} \theta} \\
& =\frac{a \rho k n(2 a-n)}{n-a} \int_{0}^{\pi}\left\{\frac{l-m}{\sqrt{(l-m)^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta}} \bar{\theta}\right. \\
& \left.+\frac{m}{v^{\prime} \overline{m^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta}}\right\} \frac{d \theta}{n^{2}-4 a(n-a) \sin ^{2} \theta} . \\
& -\frac{a \rho k}{n-a} \int_{0}^{\pi}\left\{\frac{l-m}{v^{\prime}(l-m)^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta}+\frac{n n}{\sqrt{m^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta}}\right\} d \theta, \\
& \therefore Y=\frac{a \rho k n(2 a-n)}{n^{2}(n-a)}\left[\frac{l-m}{\sqrt{(l-m)^{2}+n^{2}}} \prod_{0}^{\pi}(-d, c, \theta)\right. \\
& \left.+\frac{m}{1^{\prime} m^{2}+n^{2}} \prod_{0}^{\pi}(-d, b, \theta)\right] \\
& -\frac{a \rho k(l-m)}{(n-a) v^{\prime}(l-n)^{2}+n^{2}} E_{0}^{\pi}(c, \theta)-\frac{a \rho k m}{(n-a) 1^{\prime 2}+n^{2}} E_{0}^{2}(b, \theta) . \\
& Z=2 a \rho k \int_{0}^{d} \int_{0}^{\pi} \frac{2 a \sin \theta \cos \theta d x d \theta}{\left.\left\{(x-n i)^{2}+n^{2}-4 a(n-a) \sin ^{2} \theta\right\}\right\}^{i}}=0 .
\end{aligned}
\]

When \(m=l, n=a, F=2 \pi a \rho k\left\{\frac{1}{\sqrt{l^{2}+a^{2}}}-\frac{1}{a}\right\}\).
When \(m=0, n=a, F=-2 \pi a \rho k\left\{\frac{1}{\sqrt{l^{2}+a^{2}}}-\frac{1}{a}\right\}\).
When \(n=2 a\) the particle is on the sutface of the cylinder,
\[
\text { then } b^{2}=\frac{4 a^{2}}{m^{2}+4 a^{2}}, \quad c^{2}=\frac{4 a^{2}}{(l-m)^{2}+4 a^{2}}, d=1 .
\]
\(\therefore\) The elliptic function of the third order in \(Y\) disappears.

\section*{PROBLEMS.}
49. Proposed by O. W. AsITEOIT, M. Se., Profeasor of Mathematios and Astronomy, Mew Windeor Colch, Mow Fiedeor, Maryland.

Find the time of vibration of a particle slightly displaced from the center of a solid glinder in direction of the axis, the matter of the cylinder attracting according to the aws of nature.
48. Proposed by B. F. FIIEEL, A. M., Proieasor of Mathematies and Phydies, Drasy Collage, Bpriag Im, Miseowri.

Two weights \(P\) and \(Q\) rest on the concave side of a parabola whose axis is horizontal, and are connected by a string, length \(l\), which passes over a smooth peg at the focus, \(F\). [Bowser's Analytic Mechanics, page 54.]

\section*{DIOPHANTINE ANALYSIS.}

Conducted by J. M. COLAW, Monterey, Va. All contributions to this dopartmont should be sent to him.

\section*{SOLUTIONS OF PROBLEMS.}
48. Proposed by W. B. EsCOTT, 6128 Ellis Aronue, Chioago, Illinois.

In a parallelogram, sides \(a\) and \(b\), diagonals \(c\) and \(d, 2 a^{2}+2 b^{2}=c^{2}+d^{2}\). Find all the parallelograms, not rectangles, whose sides and diagonals are rational.
\begin{tabular}{rrrrr} 
Examples : & \(a\) & \(b\) & \(c\) & \(d\) \\
& 4 & 7 & 9 & 7 \\
& 16 & 7 & 21 & 13 \\
& 8 & 9 & 13 & 11 \\
& 8 & 11 & 17 & 9
\end{tabular}

\section*{Solution by M. A. GRUBER, A. M., Wer Department, Welbington, D. O.}

By means of the sides and diagonals we can form, in each parallelogram, two different triangles, the sides of one being \(a, b\), and \(c\), and of the other, \(a, b\), and \(d\).

Take the triangle, sides \(a, b\), and \(c\) and put \(a=n, b=n+p\), and \(c=2 n \pm q\). From the relations of the sum and the difference of any two sides to the third side, we have the following conditions: \(p \mp q>0\) and \(p \mp q<2 n\). For \(p-q\), \(c=2 n+q\); and for \(p+q, c=2 n-q\).

The median upon \(c\) is \(1 / 2, \overline{2\left(a^{2}+b^{2}\right)-c^{8}}\). But as the diagonals of a parallelogram bisect each other, this median equals d. Whence \(d^{2}=2\left(a^{2}+b^{2}\right)-c^{2}=4 n(p \mp q)+2 p^{2}-q^{2}\).

Then \(n=\frac{d^{2}-2 p^{2}+q}{4(p \mp q)}\). But we have found that \(2 n>p \mp q\). Therefore \(\frac{d^{2}-2 p^{2}+q^{2}}{2(p \mp q)}>p \mp q\). Whence \(d>2 p \mp q\).

Put \(d=2 p \mp q+i\). Then \(a=n=\frac{(2 p \mp q+t)^{2}-2 p^{2}+q^{2}}{4(p \mp q)} ;\)
\(b=n+p=\frac{(2 p \mp q+t)^{2}+(2 p \mp q)^{2}-2 p^{2}}{4(p \mp q)} ;\)
\[
\text { and } c=2 n \pm q=\frac{(2 p \mp q+t)^{2}-(p \mp q)^{2}-p^{2}}{2(p \mp q)},
\]
in which \(p, q\), and \(t\) are any integers. \(\quad p\) and \(q\) may also be zero, but anly one of them in the same operation. When \(p=q\) and when \(q>p\), we use \(q\) only as port. tive, [ \(+q\) ]; but when \(p>q\), we can use \(q\) as both positive and negative.

When numerical values, assigned to \(p, q\), and \(t\), render \(a\) and \(b\) or \(a, b\), and \(c\) fractional, integral results are obtained by multiplying \(a, b, c\), and \(d\) by the least common denominator of the fractions.

Examples:-(1). Put \(p=2, q=1\), and \(t=2\). Then, for \(p+q, a=7 / 2\), \(b=11 / 2, c=6\), and \(d=7\); or in integers, \(7,11,12\), and 14.
(2). Put \(p=3, q=1\), and \(t=2\). Then \(a=4, b=7, c=7\), and \(d=9\). Also \(a=4, b=7, c=9\), and \(d=7\).

For \(p-q, a=9 / 2, b=13 / 2, c=10, d=5\); or in integers, \(9,13,20\) and 10 .
When \(q=0\), or when \(c=2 a\), we have \(a=\left[(2 p+t)^{2}-2 p^{2}\right] / 4 p\), \(b=\left[(2 p+t)^{2}+2 p^{2}\right] / 4 p, c=\left[(2 p+t)^{2}-2 p^{2}\right] / 2 p\), and \(d=2 p+t\).

Examples:-(1). Put \(p=1\), and \(t=2\). Then \(a=7 / 2, b=9 / 2, c=7\), and \(d=4\); or in integers, \(7,4,14\), and 8 .
(2). Put \(p=t=2\). Then \(a=7 / 2, b=11 / 2, c=7\), and \(d=6\); or in in. tegers, \(7,11,14\), and 12.

When \(p=0\), or when \(a=b\), we have \(a=\left[(f \mp q)^{2}+q^{2}\right] / 4 q=b\),
\(:=\left[(\iota \mp q)^{2}-q^{2}\right] / 2 q\), and \(d=t \mp q\); or, in integral form, \(a=b=(t \mp q)^{2}+q^{2}\), \(:=2 t(t \mp 2 q)\), and \(d=4 q(t \mp q)\).

Examples :-(1). Put \(t=q=1\). Then \(a=b=5, c=6\), and \(d=8\).
(2). Put \(t=3\) and \(q=1\). Then \(a=b=17, c=30\), and \(d=16\). Also \(a=b=5, c=6\), and \(d=8\).

When \(q=p\), we have, \(a=\left[(3 p+t)^{2}-p^{2}\right] / 8 p, b=\left[(3 p+t)^{2}+7 p^{2}\right] / 8 p\), \(c=\left[(3 p+\ell)^{2}-5 p^{2}\right] / 4 p\), and \(d=3 p+t\).

When \(t=q=p\), we have, in integral form, \(a=15 p, b=23 p, c=22 p\), and \(d=32 p\).

Thus we continue making general values for \(a, b, c\), and \(d\), under a number of other conditions ; as, \(t=q ; t=p ; t=2 q=2 p\), etc.
48. Proposed by M. A. GRUBER, A. M., War Dopartment, Weahington, D. C.

Find the series of integral numbers in which the sum of any two consereutive termis is the square of their difierence.
I. Solution by J. E. DRUCMOMD, KL. D., Porthand, Maine, and the PROPOSER.

Let \(x\) and \(x+m\) be two consecutive numbers. Then we have \(2 x+m=m^{2}\), and \(x=m(m-1) / 2\), and \(x+m=m(m+1) / 2\). But \(m(m+1) / 2\) is the sum of the terms in the series \(1+2+3+4 \ldots \ldots \ldots . .+m\). Hence the \(m^{\text {ma }}\) term of the series required is the sum of \(m\) terms of this series, and we have \(1,3,6,10,15\), . .............m(n-1)/2.

\begin{abstract}
II. Solution by COOPER D. 8CEMATYT, M. A., Profecsor of Mathematies, Daiversity of Toancmen, Eroze Fille, Teaseaces ; O. W. AITROIT, M. Sc., Professor of Mathematies, Iew Wisdsor College, Iew Windecr, Marylasd ; and BEMJ. F. YAIMEY, A. M., Profensor of Mathematios, Mount Union College, Mlliacoe, Ohio.
\end{abstract}

By the conditions we must have \(x+y=(x-y)^{2}, x\) and \(y\) representing two consecutive terms in. the series. Solving as a quadratic in \(x\), we have \(x=(2 y+1) / 2 \pm_{v} \cdot \overline{(8 y+1) / 4}\). Hence \(8 y+1\) must be a square.

When \(y=1,8 y+1=3^{z}, x=3\);
\[
\begin{aligned}
& y=3,8 y+1=5^{2}, x=6 ; \\
& y=6,8 y+1=7^{2}, x=10 ;
\end{aligned}
\]
and the series is, \(1,3,6,10,15,21,28,36,45\), etc., or the system of triangular numbers as set forth in Pascal's Triangle.

44. Proposed by A. H. HOLMRS, Box 968, Bronswick, Maine.

The hypotenuse of a right-angled triangle \(A B C\), right-angled at \(A\), is extended equally at both extremities so that \(B E=C D\). Draw \(A D\) and \(A E\). Find integral values for all the lines in the figure thus made.

\section*{Solution by M. A. GRUBER, A. M., War Dopartmont, Washington, D. C.}

Construct the ,igure as indicated by the problem. Then draw \(B F\) equal ind parallel to \(A C\), and draw \(C F, A F, E F\), and \(D F\). Then will \(A B F C\) be a recangle ; and the diagonals \(B C\) and \(A F\) are equal.

It is also evident that \(A E=D F\) and \(A D=E F\). Whence \(A E F D\) is an ob-
lique-angled parallelogram, or rhomboid, of which \(A E\) and \(A D\) are the sides, and \(E D\) and \(A F\) the diagonals.

Let \(x=B E=C D\), and put \(a=A D, b=A E, c=E D\), and \(d=A F=B C\), tak. ing \(c>d\). Then \(2 x+d=c\), and \(x=(c-d) / 2\). If \(d>c, A E\) and \(A D\) fall inside of \(A B\) and \(A C\), and the hypotenuse \(B C\) would be contracted instead of extended.

We now find integral values for \(a, b, c\), and \(d\). This has been done in the solution of No. 42, in this issue, and need not be reproduced here.

By this process we find integral values for all the lines except the two legs, \(A B\) and \(A C\), of the right-angled triangle. By means of the median and the perpendicular upon \(B C\), we readily find
\[
\overline{A B}^{2}=d\left[4 b^{2}-(c-d)^{2}\right] / 4 c \text { and } \overline{A C}^{2}=d\left[4 a^{2}-(c-d)^{2}\right] / 4 c .
\]

Now, if these expressions can be rendered squares, without destroying the relations of \(a, b, c\), and \(d, A B\) and \(A C\) will also be rational and integral. But I have not yet succeeded in accomplishing this. We shall now illustrate by means of a few examples.

From Diophantine problem No. 42, take the set of values, \(a=4, b=7\), \(c=4\), and \(d=7\). Then \(2 x+7=9\); whence \(x=1 . \quad \therefore A D=4, A E=7, E D=9\), \(B C=A F=7, B E=D C=1, \quad \overline{A B}^{2}=112 / 3\), and \(\overline{A C^{2}}=35 / 3\).

Take the set of values, \(a=8, b=11, c=17\), and \(d=9\). Then \(2 x+9=17\); and \(x=4\). Also \(\overline{A B}^{2}=945 / 17\), and \(\overline{A C}^{2}=432 / 17\).

Partial solutions also received from J. H. DRUMMOND, A. H. BELL, and the PROPOBER.

\section*{PROBLEMS.}

\section*{61. Propoeed by ‥ C. WILEES, 8kall Run, Weot Vircinia.}

The difference between the roots of two successive triangular square numbers equals the sum of two successive integral numbers, the sum of whose squares will be a square number. Demonstrate.
 lege, Iow Wiadsor, Margiand.

Prove that a "magic square" of nine integral elements, whose rows, columns, and diagonals have a constant sum, is only possible when this sum is a multiple of three.

\section*{AVERAGE AND PROBABILITY.}


\section*{BEPLY TO THE REPLIEE TO MY "NOTE ON AVERAGE AND PROBABILTTY.".}
 FABEINGTON, D. C.
I wraz to eay first that I reaffirm all that I stated on pages 870 and 871, Vol. II., No. 12, and then peoceed to consider the replies of the Repliers.
I. Professor Zerr starts out with the atatement that "The problem that gives the resolt \(t^{2}\) is different from the problem that gives the reanlt \(\frac{a^{3}}{\mathbf{2} \boldsymbol{x}}\)," This is superfuons information; I had elearly, set forth that fact in my "Note." Bat the truth of the next eentence, "In the former the right angle remains fired and doss not lie on a circle as Dr. Martin states," I do not admit, and will proceed to prove its falaity.

Let \(A B=a\), the given hypotenuse, which shall remain fired.

Draw \(A_{1} B, A_{3} B, A_{8} B, A_{4} B\), and so on, the sides \(A A_{1}, A A_{9}, A A_{3}, A A_{4}\), etc., increasing uniformly from 0 towards \(a\), the consecutive differences, \(A A_{8}-A A_{1}, A A_{3}-A A_{8}, A A_{4}-A A_{3}\), etc., being all equal to each other, and each difference less than any assignabje quantity. Thus will be had all
 possible right-angled triangles having the hypotenuse a, and, as I stated on page 871, the right angles are all situated on the semi-circamference whose diameter is the given hypotenose a; but they (the right angles) are not uniformly distributed on this semicircumforence because the chords' \(A A_{1}, A A_{1}, A A_{3}, A A_{4}\), ete., increase (or vary) uniformly and therefore their ares can not increase (or vary) uniformly.

Professor Zerr continues: "The problem [the one that gives the reand t \(a^{2}\) ] is as follows: 'Find the average sres of all triangles formed by a straight. line of constant longth \(a\) sliding so that its extremities constantly touch two fired traight lines at right anglea to one another'." With all due deference to Profescor Zerr. I beg leave to aay that I have not conceived the trianglea to be generated in any such way, as I have clearly shown by the diagram above.

The remainder of Profensor Zerr's "Note" does not require considering as it hae nothing to do with the matter in hand.
II. I discard the "tail" in italice Professor Mats has sppended to the problem ; it is not needed to "fly the kite."

I will take up his third and fourth paragraphs. In his third parmgraph be says that I, by making the number of possible right-engled triangles "proportional to the given bypotenuse," ignore an infinitude of right-angled tri-
angles. Now if Professor Matz can prove that there are any right-angled triangles having the hypotenuse a besides those obtained by varying one leg uniformly from 0 to \(a\), I-would like to see the proof. How can there be any other triangles, if we have a leg for every possible value from 0 to \(a\) ?
III. I will pass over the first and second paragraphs of the Editor's "Reply." In regard to the third paragraph I deny that any triangles can be interpolated, and demand proof. If one leg takes all possible values from 0 to \(a\), every triangle has been included and there can not be any other.
IV. My solution, which I desire to reproduce here, is as follows:

Let \(x\) denote one leg of any one of the triangles, then \(1 /\left(n^{2}-x^{2}\right)\) will de.
 age of this is
\[
\int_{0}^{a} \frac{d x d x_{1}}{}\left(a^{2}-x^{2}\right)+\int_{0}^{a} d x=1 a^{2} .
\]
V. I think I have considered and fully refuted every objection that has been raised against my solution.

Correction.—Vol. II., page 371, for "'p. 82"' read p. 282.

\section*{MISCELLANEOUS.}

Conducted by J. M. COLAW, Monterey, Va. All contributions to this dopartment should be sont to him.

\section*{SOLUTIONS OF PROBLEIS.}

\section*{ Loge, Santa Roea, California; P. O., Sobastopol, California.}

To an observer whose latitude is 40 degrees north, what is the sidereal time when Fomalhout and Antares have the same altitude; taking the light Ascension and Declination of the former to be 22 hours, 52 minutes, -30 degrees, 12 minutes; of the latter 16 hours, 23 minutes, - 26 degrees, 12 minutes ?
 Ph. D., Texarkana, Arkanges-Toxas.

Let \(\lambda=\) latitude of observer, \(\alpha, \delta, \alpha_{1}, \delta_{1}\) the Right Ascension and Declin ation of Fomalhout and Antares, respectively, \(\beta==\) altitude, \(h, h_{1}\) the hour angles

This event can happen only when Antares is west and Fomalhout east othe meridian.
\[
\begin{equation*}
\alpha-h=\alpha_{1}+h_{1} \text {, or } h+h_{1}=\alpha-\alpha, \tag{2}
\end{equation*}
\]

Bat \(\lambda=40^{\circ}, \alpha=348^{\circ}, \alpha_{1}=245^{\circ} 45^{\prime} . \delta=-30^{\circ} 12^{\prime}, \delta_{1}=-26^{\circ} 12^{\prime}\).
\[
\begin{equation*}
\therefore 66206500 \mathrm{eh}-687837 c 0 a h_{1}=89588 . \tag{8}
\end{equation*}
\]
\[
\begin{equation*}
\cos \left(h+h_{1}\right)=\cos 97^{\circ} 15^{\prime}=-.12620 . \tag{4}
\end{equation*}
\]

Let \(\cosh =x, \cosh ,=y\). From (4) \(y=-.12620 x \pm .992005 \sqrt{1-x^{2}} . \quad\) This 8) gives, \(748806.9294 x \mp 681841.7407 \sqrt{1-x^{8}}=89588\).
\(\therefore x^{2}-.057786 x=.451771 . \quad \therefore x=.701626\) or -.643890 .
\(\therefore h=45^{\circ} 26^{\prime} 31^{\prime \prime}\) or \(130^{\circ} 4^{\prime} 57^{\prime \prime}\). The first valne of \(h\) gives \(h_{1}\) positive. \(\therefore h=8\) hours, 1 minute, 46 seconds.
\(\therefore\) sideresl time \(=\alpha-h=19\) hours, 50 minutes, 14 seconds.

\section*{}

A gentleman owned and lived in the center, \(\boldsymbol{R}\), of a rectangular tract of land whone onal, \(D\), wate 580 rodit, dividing the tract into two equal right-angled tringien, in each hich is inseribed the largest equare fiek, \(F\) and \(F_{1}\), posaible; the north and south sdary lines of the two equare fields being extended and joined formed a little reotan\(r\) lot, \(R\), in the center apound the reaidence. The difference in the area of the entire ungular tract and the aum of the areas of the two square flelds, \(F, F_{\text {a }}\), is 1871 acres. the dimensions and area of the entire trect, and one of the square fields, \(F\) or \(F_{1}\).
 M, Tenation, Artame-Ters.

Let \(A B=a, A D=b, A H=x . \quad \therefore a^{1}+b^{y}=122560\)
\(a b-2 x^{2}=1874\) acres \(=30000\) square rods. . . (2).
\(a x+b x=a b\)
1 trianglen BAD and BEK.
From (3) \(x^{2}\left(a^{2}+2 a b+b^{2}\right)=a^{3} b^{2}\)
(1) and (2) in (4) givee \(62500 x^{2}=800000000\).
\(\therefore x^{2}=14400\) square rods \(=80\) scres.
\(\therefore x=120\).rods.

\(\therefore a b=58800\) square rods \(=367\) acres.
\(\therefore a+b=490\) rods. \(a-b=70\) rods. \(\therefore a=280, b=210\).

\section*{}

If \(a=A B\) and \(b=A D\), then \(a b=\) area of entire farm. Now \(a b /(a+b)=\) , since it is the side of an inscribed aquare of a triangle.
\(\therefore[a b /(a+b)]^{8}\) re the area of \(F\) or \(F_{1}\). Hence, we readily obtain,
\[
\begin{array}{r}
a b-2[a b /(a+b)]^{*}=187 t \times 160 . \\
\text { and } 1, \overline{a^{2}+b^{2}}=850 \ldots \ldots . \tag{2}
\end{array}
\]

Whence \(a=280\) rods, and \(b=210\) rods ; also \(a b=58800\) square rods \(=3671\) acres. \(\therefore a b /(a+b)=120\) rods, and \([a b /(a+b)]^{2}=14400\) square rods \(=90\) acres.

\section*{III. Solation by A. H. BELL, Box 184, Ellisboro, Illinots.}

Let 350 rods \(=87\) t chains \(=2 a, D K=a-y\) and \(B K=a+y\). Also, \(187 y\) acres \(=1875\) square chains \(=b^{2}\), and side of square \(=x\); then \(D G=E B=\) \(\sqrt{(a+y)^{2}-x^{2}}, D H=B F=V \overline{(a-y)^{2}-x^{2}}\),
\[
\begin{equation*}
\left(1 / \overline{(a+y)^{2}-x^{2}}+x\right)^{2}+\left(1 \cdot\left(\overline{a-y)^{2}-x^{2}}+x\right)^{2}=4 a^{2} .\right. \tag{1}
\end{equation*}
\]

Plainly,
\[
\begin{equation*}
x_{V} \overline{(a+y)^{2}-x^{2}}+x_{V^{\prime}} \overline{(a-y)^{2}-x^{2}}=b^{2} . \tag{2}
\end{equation*}
\]
(2) \(\times 2\), and subtracted from (1), when expanded, \(y^{2}=a^{2}-b^{2} \ldots \ldots \ldots\) (8).
\[
a+y: a-y:: v^{\prime} \overline{(a+y)^{2}-x^{2}}: x . \quad \therefore x^{2}=\left(a^{2}-y^{2}\right)^{2} / 2\left(n^{2}+y^{2}\right) \ldots(4) .
\]

Substituting values, \(y=6.25\) chains, \(x^{2}=90\) acres; \(x=30\) chains, \(E B=D G=\) 40 chains, \(B F=D H=22.5\) chains, \(A B=D C=70\) chains, \(A D=B C=52\}\) chaing, \(D C \times A D=367 \pm\) acres, in the rectangle.

Also solved by P. S. BERG, A. H. HOLMES, and B. P. YANNEY.

\section*{PROBLEMS.}
46. Propoced by EDWARD R. ROBBDIs, Mastor in Mathomatics and Physice, Lawraicorill sobul Iawremovillo, Iow Jerser.

Required several numbers each of which, divided by 10 leaves a remainder 9 ; by 9 leaves 8 ; by 8 leaves 7 ; by 7 leaves 6 , and so on. Also find the least such number which, when divided by 28 leaves 27 ; by 27 leaves 28 ; by 28 leaves 25 ; by 25 leaves 24 , et ectere ad นทит.

\section*{46. Proposed by A. H. HOLTES, Box 968, Branswick, Maine.}

The base \(B C\) of the triangle \(A B C\) is \(2 c\), the sum of the two sides, \(A B\) and \(B C\), is \(2 s\). \(B P\) is always perpendicular to \(A B\) and cuts \(A C\) in \(P\). What is the locus of the point \(P\) ?

\section*{47. Propoed by 8. HART WRIGET, A. M., Ph. D., Ponn Yan, Mow York.}

In longitude 75 degrees west of Greenwich, latitude 48 degrees, 80 minutes north 0 in January 1, 1885, at 8 o'clock A. M., local time. What points of the ecliptic were then rising, setting and on the meridian? Any other necessary data may be taken from an ephemeris.

\footnotetext{
48. Propesed by F. P. MATZ, M. So., Ph. D., Profeasor of Mathomaties and Antromony in Irviag Onf Loge, Moohariosburt, Pennoyivania.
}

In case of mischance, with what force would the cow, weighing \(r=700\) pounds, jumping over the moon, have struck. Her Lunar Majesty in the face?

\section*{EDITORIALS.}

Our valued contributor, Sylvester Robbins, who is visiting in Southern o, made Prof. William Hoover a pleasant call a few days ago.

Professors W. W. Beman and D. E. Smith are preparing a translation of sin's Vorträge über auggewählte Fragen der Elementargeometrie. It will be jed during the winter by Ginn \& Co.

We are grieved to record the death of our valued contribator and sabscriber, If. H. A. Newton, of Yale University, whose death occured August 12th. In atare number of the Montily will appear a biographical sketch of his life, by colleague, Prof. A. W. Phillips.

The friends of Drury College will be pained to learn of the death a member of its Faculty, Prof. William J. Whitney, of the Department History, whose death, caused by typhoid fever, occurred on September 26th, the home of his father, near Findley's Lake, New York. His broad scholarp , his accurate judgment, and the fine qualities of his character made him a at favorite among the Faculty and students of the College. Professor jitney was a most intimate and helpful friend of Editor Finkel, and in his th we sustain a great loss.

\section*{BOOKS.}

Elements of Plane and Spherical Trigonometry, A Text-book for Colleges I Schools. By Edwin S. Crawley, Ph. D., Assistant Professor of Mathematics he University of Pennsylvania. Second edition, revised and enlarged. 8vo.: th, 178 pages. Price, 81.00. Published by the Author, Philadelphia, Penn.
This book contains all that is needed on the subject of Trigonometry in our best cole. The author has omitted nothing that is necessary in studying the branches of hematice following Trigonometry. Such important subjects as De Moivre's Theorem, rerbolic Functions, Theorems relating to the escribed circles and Brocard's points are sieely treated: The book is very beautifully printed, and substantially bound in cloth. do not hesitate to recommend this book to teachers and students desiring a good text he subject treated.
B. F. F.

Higher Mathematics. A Text-book for Classical and Engineering Colleges. ted by Mansfield Merriman, Professor of Civil Engineering in Lehigh Unility, and Robert S. Woodward, Professor of Mechanics in Columbia Univer-

Large 8vo., 576 pages. Price, 85.0 . New York : John Wiley \& Sons. This volume is designed especially for the use of Junior and Senior Classes in Cols and Technical Schools, but it is equally well adapted to the use of advanced students
and readers of Mathematics generally. The editors have called to their assistance the best mathematicians in the country, and thus given the book weight of authority never before given an American Mathematical Text-book. The book contains a concise treatment of the following subjects, not commonly found in text-books but upon which lectures are now given in our best classical and technical institutions:
-Chapter I. The Solution of Equations, by Mansfield Merriman, Professor of Civil Engineering in Lehigh University; Chapter II. Determinants, by Laenas Gifford Weld, Professor of Mathematics in State University of Iowa ; Chapter III. . Projective Geometry, by George Bruce Halsted, Professor of Mathematics in the University of Texas ; Chapter IV. Hyperbolic Functions, by James McMahon, Associate Professor of Mathematics in Cornell University ; Chapter V. Harmonic Functions, by Professor William E. Byerly, Professor of Mathematics in Harvard University; Chapter VI. Functions of a Complex Variable, by Thomas S. Fiske, Adjunct Professor of Mathematics in Columbia University \(f\) Chapter VII. Differential Equations, by W. Woolsey Johnson, Professor of Mathematics in the U. S. Naval Academy ; Chapter VIII. Grassmann's Space Analysis, by Edward W. Hyde, Professor of Mathematics in the University of Cincinnati; Chapter IX. Vector Analysis and Quaternions, by Alexander Macfarlane, Lecturer in Civil Engineering in Lehigh University; Chapter X. Probabilities and Theory of Errors, by Robert 8. Woodward, Professor of Mechanics in Columbia University ; Chapter XI. History of Modern Mathematics, by David Eugene Smith, Professor of Mathematics in Michigan State Normal School.

It is to be hoped that all classical colleges and other institutions of learning that have no provision for mathematical study in the Junior and Senior years will so arrange the course of study that the Higher Mathematics as here presented may be pursued during the last two years of college work, so that the student, during these years, may not be deprived of the rigid discipline of mind and the culture derived from its study. B. F. F.

Elementary Algebra. By H. S. Hall, M. A., and S. R. Knight, B. A. Revised and Enlarged for the use of American Schools by F. L. Sevenoak, A. M., Assistant Principal of the Academic Department, Stevens Institute of Technology. 8vn. Cloth and Leather Back. 416 pages. Price, \$1.10. New. York: Macmillan \& Co.

Only words of commendation can be said of this book. The complete and accurate treatment of each subject, the abundant illustrations, the scientific arrangement of the subjects, go to make up all that could be desired in a good text-book. This book together with the author's Higher Algebra, makes a very exhaustive course in Algebra. B. F. F.

Euclidian Geometry. By J. A. Gillet, Professor in New Y.ork Normal College. 8vo. Cloth and Leather Back. 436 pages... New York: Henry Holt \& Co.

This book, as its name implies, reverts to the purely geometric methods of Euclid. The author maintains sharply throughout the work, the distinction between the processes of pure geometry on the one hand and those of arithmetic and algebra on the other. The author says, "Euclidian Geometry bears to modern geometry very much the same relation that arithmetic bears to algebra. Its theorems are less general and it admits of positive magnitude only. For this reason its simple and rigorously logical methods can never be replaced by those of synthetic geometry, either as a factor in general education or as a foundation for advanced study. \({ }^{n}\) We can not agree with the Author in his last statement. It has been our experience in teaching geometry that the boy or girl, who studies geometry for the mental discipline it-gives him and not merely for grades, feels better gatiefied when he has demonstrated a proposition in its entirety, than he does when he has demonstrated one which he feels must be enlarged, as he advances in the study of Mathematics, to satisfy all cases. However, there is much in the book to commend it favorably to teachers.
B. F. F.
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\section*{CATHEMATICAL INFINITY AND THE DIFFGRENTIAL.}

\author{

}

Mathematics, as defined by the great mathematician, Benjamin Pierce, is the science which draws necessary conclusions. In its broadest sense, it deals with conceptions from which necessary conclusions are drawn. A mathematical conception is any conception which, by means of a finite number of specified elements, is precisely and completely defined and determined. To denote the dependence of a mathematical conception on its elements, the word "manifoldness," introduced by Riemann, has been recently adopted. Manifoldness may be looked upon as the genus, and function, as the species. This conception reaches down to the very foundation of mathematical concepts and principles. It is the central idea from which the whole field and range of the mathematical sciences may be surveyed. Time, space, and numbers are included in the notion, manifoldness.

Manifoldness may be defined according to Dr. Cantor as being in general every muchnees or complexity which may be conceived as a unit, or a number of objects, conceptions, or elements which are united in one law or system.

Manifoldness may be devided into discrete and continuous. Proceeding with the conception of whole numbers as it is obtained by counting and extending the same by means of the divisibility of numbers so as to include the conception of the rational system of numbers, we have one of the elements which enter into the conception of a discrete manifoldness. The irrational system of numbers is included in the conception of continuous manifoldness. This must not be considered as an inherent division, for it is well to note here that in the higher analysis, in one instance and for one purpose, a conception may be considered as a discrete manifoldness and for another purpose as a continuous manifoldness.

The three laws of operation, i. e., the law of commutation, of association, and of distribution, hold good in all forms of calculation, whether discrets or continuous manifoldness. From these laws, the four processes, addition, subtraction, multiplication, and division are derived.

Number, in all its forms, whether finite or infinite, rational or irrational, constant or variable, continuous or discontinuous, is included as one of the elements of manifoldness.

We will now consider number with special reference to its limits, infinity and zero, by the introduction of the conception of variability, of continuity, and of the differential.

By means of. an unlimited continuous series of rational numbers, \(\alpha_{1}, \alpha_{3}, \alpha_{3}, \ldots \ldots \ldots \ldots . \alpha_{n}\), whose terms have the property that there be given to every number \(\delta\), however small, a place \(n\), from which the difference of all succeeding numbers remains smaller than \(\delta\), we define a definite number which is called a limit of this series. The creation of this conception admits of a comparison of rational numbers with respect to their magnitude. If all the numbers of the series differ after the place \(\alpha_{n}\) by less than the number \(\delta\), then the limit is a number which lies between \(\alpha_{n}-\delta\) and \(\alpha_{n}+\delta\), which, because \(\delta\) may be chosen as small as we please, can be expressed by a rational number as near as we please.

The totality of all numbers of an interval, for example, 0 to 1 , consists not only of all numbers between 0 and 1 , but of the totality of all numbers which may be interpolated between the limiting values of the defined series of numbers. This totality we dominate the aggregate or inclusive of the continuous series of numbers.

It is apparent that the conception of a limit of variability and of continu. ity have their root in irrationality. The two conceptions attached to a limit are in their nature enticely different. In the first instance, a limit may be defined as a limit of a variable, a limitless increasing or decreasing; in the second instance a limit means that which exceeds all limits of measurable number, either because it possesses no magnitude or because the amount or extent would not be exhausted by means of all the series of all numbers though they were being perfected. In the first case, we deal with variable numbers ; in the second case with the conception of the absolute value of the numbers derived from the formation of zero and the conception of infinity.

Zero and infinity are the limits of the natural series of numbers. They are derived in the same manner as the rational series of numbers. Infinity is the result of unlimited addition of unity or other positive numbers, the unlimited multiplication of whole numbers except unity. Zero is derived from the subtraction of two equal numbers. These are the fundamental conceptions of sero and infinity as derived in the lower analysis. It is evident from the different ways in which each of these symbols are derived that they have different meanings attached to them. We may note here that every problem carries inherently with it its solution. The meaning of every symbol depends upon its origin, deriv-
ion and relation. In different problems they may have different meanings. pmbols of quantity, like words, have different definitions, and these are to be etermined according to the nature of the problem and their relation to other pmbols.

In the higher analysis, the conceptions of infinity and zero present themslves more systematically in the developement of infinite series, infinite proucts, infinite continued fractions, etc. An infinite number is defined as a variale number, whose absolute value is conceived as being in an unlimited state of screasing or decreasing. In the first instance it is called infinitely large, in the scond, infinitely small. The addition of a number of infinitely large or infinite\(\boldsymbol{r}\) small numbers will produce an infinitely large or small number. The differnce between two infinitely large or infinitely small numbers, where either or oth are equal, is zero. However, if they are not equal, the difference can never e a finite number, but must always be an infinite number; otherwise an infinite umber would be increased or decreased by' a finite number, which is without reaning.

The addition and subtraction of infinite numbers can never produce anyaing else than infinite numbers or, in a particular case, zero. Again the multilication or division of an infinite number by a finite number or by infinity will roduce like results, i. e., it may be merely an indicated operation, not a comleted operation. For instance,
\[
.2 \times \infty=2 \infty ; n \times \infty=n \infty ; \infty \times \infty=\infty^{2}, \& c .
\]
\(t\) is apparent that the unlimited number of changes which may be thought of nder the conception of infinity as defined here are extraordinarily manifold.

If we conceive an infinite number to grow so that it is continuously twice s large as any other infinite number, then the first is derived from the second \(y\) multiplying by two or the second by dividing by two. Multiplying an infilite number by another gives us infinity of a higher power or dividing gives us nfinity of a lower power. Every change in value of a variable suggests an inrement.

There are two kinds of conceptions associated with increments : the one is hat the absolute value of the increment is capable of divisibility. The condiions, however, of which are such that it cannot be conceived smaller. The othir is that the absolute value is incapable of divisibility. In the first instance he increments are of such a nature that the variables must stand in a certain reation to one another and if this takes place they are known in higher mathemates as differentials; those of the second kind are of that nature that they do not tand in any relation to one another; these may be called absolute elements of |uantity.

Thus, if we pass from one interval of value of a variable to another, there ies between the two a difference which must be considered as possessing quano ity, but does not possess the capability of divisibility and this difference in in
crements is an element of quantity. Increments and differentials are not identical. The former are vested with quantity, while the latter are veated with quel ity, i. e., they are formal in thoir nature.

Mivoanker, Wisconnin, September, 1896.

\section*{A PROBTHA In AgIRONOTX.}


To find the Distance from the Earth to the Sun knowing the didance from an Inferior planet to the Sun supposing the planeta to describe circles arosud the Sun.

Let \(P\) be a point on the epicyclic curve \(P Q, O C\) the radina of the deferent, \(C P\) the radius of the epicycle. Let \(C O: O B=n: 1 . \therefore C B=\frac{C O}{n}\).

Then \(B O=C O-C B=C O-\frac{C O}{n}=C O\left(1-\frac{1}{n}\right)\).
Now the angular velocity \(=\frac{\text { transverse velocity }}{\text { radius vector }}\).
The transverse velocity of \(E\) is represented by \(E A\) in magnitude, and in direction by BA. Let the linear velocity of the mean point ( \(C\) ) be \(V\), the linear velocity of the moving point in the epicycle ja
\[
n V^{\prime} \cdot \frac{P G}{C O}
\]
\(\therefore\) The tranguerge velocity \(=\)
\[
\stackrel{n}{c} V^{V} E B \cos B E O ;
\]

\[
\text { but } \cos B E O=\frac{(B E)^{2}+(E O)^{2}-(B O)^{2}}{2 B E \cdot E O}
\]
\(\therefore\) Tranaverge velocity \(=_{C O}^{n} V^{\prime} \cdot \frac{B B^{2}+E O^{s}-B O^{*}}{2 E}\). Also radins vector \(=E O\).


Let the deferential angle \(=6\), then angle \(E C D=(n-1) \theta\).
\(\therefore B E^{3}=C E^{2}+C B^{2}+2 C E . C B \cos (n-1) \theta\)
\[
\begin{aligned}
& =C E^{2}+\frac{C O^{2}}{n^{2}}+2 C E \cdot \frac{C O}{n} \cos (n-1) \theta \\
E O^{2} & =C O^{2}+C E^{2}+2 C O \cdot C E \cos (n-1) \theta \\
B O^{2} & =C O^{2}\left(1-\frac{1}{n}\right)^{2} .
\end{aligned}
\]

Subetituting these values in (A) we get
Angular velocity \(=\frac{V}{C O} \cdot \frac{C O^{2}+n C E^{2}+(n+1) C O . C E \cos (n-1) \theta}{C O^{2}+C E^{2}+2 C 0 . C E C \cos (n-1) \theta}\).
Now in inferior conjunction, if the moving planet is inferior, \((n-1) \theta=180^{\circ}\).
\(\therefore\) Angular velocity \(=\frac{V}{C O} \cdot \frac{C 0^{2}+n C E^{2}-(n+1) C O . C E}{C O^{2}+C E^{2}-2 C O . C E}\).
Let \(C O=R, C E=r\).
Then Angular velocity \(=\frac{V}{R} \cdot \frac{R^{2}+n r^{2}-(n+1) R . r}{(R-r)^{2}}\).
Now \(n=\left(\frac{R}{r}\right)^{\frac{3}{2}}\), also putting \(\frac{V}{r}=\infty\).

\[
\begin{align*}
& =\omega^{1+\left(\frac{R}{r}\right)^{\frac{1}{r^{2}}} \frac{R^{2}+r^{2}}{r^{2}} \cdot \frac{r}{R}}\left(1-\frac{r}{R}\right)^{2}  \tag{B}\\
& =\infty^{\frac{R^{2}}{r^{2}}+\left(\frac{R}{r}\right)^{\frac{1}{2}}-\left\{\left(\frac{R}{r}\right)^{\frac{1}{2}}+1\right\} \frac{R}{r}} \underset{\left(\frac{R}{r}-1\right)^{2}}{ } . \tag{C}
\end{align*}
\]

Let the distance from the earth to the sun be known to find the distance from the planet to the sun.

Let \(\frac{r}{R}=\rho\), then ( \(B\) ) becomes
\[
\begin{aligned}
\text { Angular velocity } & =\omega \cdot \frac{1+\rho^{1}-\rho^{-1}-\rho}{(1-\rho)^{2}}=\omega \cdot \frac{(1-\rho)-\rho-1(1-\rho)}{(1-\rho)^{2}} \\
& =\omega \cdot \frac{1-\rho^{-1}}{1-\rho}=-\frac{\omega}{l^{\prime} \rho} \cdot \frac{1-\rho t}{1-\rho}=-\frac{\omega}{\sqrt{\rho+\rho}} \ldots \ldots \ldots(D) .
\end{aligned}
\]

Let the distance from the planet to the sun be known to find the distance from the earth to the sun.

Let \(\frac{R}{r}=\rho^{\prime}\), then ( \(C\) ) becomes
\[
\begin{align*}
\text { Angular velocity } & =\omega \cdot \frac{\rho^{\prime 2}+\rho^{\prime} 1}{\left(\rho^{\prime}-1\right)^{2}}-\rho^{\prime \prime} \\
& =\omega \frac{\rho^{\prime}\left(\rho^{\prime}-1\right)-\rho^{\prime} 1\left(\rho^{\prime}-1\right)}{\left(\rho^{\prime}-1\right)^{2}}  \tag{E}\\
& =\omega \cdot \frac{\rho^{\prime}-\rho^{\prime} ;}{\rho^{\prime}-1}=-\frac{\omega \rho^{\prime}}{1+V \rho^{\prime}} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{align*}
\]

Case I. A planet transits the sun's disc at such a rate that the sun's diameter \(S\) would be traversed in time \(t\). Find the planet's distance from the sun.

Let \(\rho=\) planet's distance, unity being the earth's distance, and let \(\omega\) be the earth's angular velocity around the sun=sun's angular velocity around the earth, and let \(t^{\prime}\) be the time in which the sun in his annual course moves through a distance equal to his own apparent diameter; then \(\omega t^{\prime}=S\). From ( \(D\) ) the planet's angular velocity about the earth \(=-\frac{a}{\square \rho+\rho}\),
\(\therefore\) That is the planet's retrograde gain on the sun is
\[
\begin{align*}
& \frac{\omega}{1 \bar{\rho}+\rho}+\omega=\frac{S}{t}=\frac{\omega t^{\prime}}{t} . \\
& \therefore \rho+\rho^{t}=\frac{t}{t^{\prime}-t}, \quad \therefore \rho^{t}=\frac{1}{t}\left( \pm \frac{\sqrt{3 t+t^{\prime}}}{v^{\prime} \overline{t^{\prime}-t}}-1\right) \rho \\
& \therefore \rho=\frac{1}{2}\left(\frac{t^{\prime}+t}{t^{\prime}-t}-\sqrt{\frac{3 t+t^{\prime}}{t^{\prime}-t}}\right) \ldots \ldots \ldots . . \ldots \ldots . . \tag{1}
\end{align*}
\]

Case II. If we wish to find the earth's distance knowing the planet's distance, then let the planet's distance be unity and the earth's distance \(=\rho^{\prime}\).

Proceeding the same as before using ( \(E\) ) we get
\[
\begin{align*}
& \quad \frac{\omega \rho_{j}^{\prime}}{1+\sqrt{\rho^{\prime}}+\omega=\frac{S}{t}=\frac{\omega t^{\prime}}{t} . \therefore \rho^{\prime}-\frac{t^{\prime}-t}{t} V \rho^{\prime}=\frac{t^{\prime}-t}{t} ;} \\
& \therefore V \cdot \rho^{\prime}=\frac{1}{2 t}\left\{\left(t^{\prime}-t\right)+1 / \overline{t^{2}-3 t^{2}+2 t t^{\prime}}\right\} . \\
& \therefore \rho^{\prime}=\frac{t^{\prime}-t}{2 t^{2}}\left\{\left(t^{\prime}+t\right)+\sqrt{t^{\prime 3}-3 t^{2}+2 t t^{\prime}}\right\} \quad \ldots \ldots \ldots \ldots \ldots . . . \tag{2}
\end{align*}
\]

Sappose Venus transits the sun's disc at such a rate that the sun's apparent diameter would be traversed in \(7 \boldsymbol{t}\) hours, and at the same time the sun in his annual course moves through a distance equal to his own apparent diameter in 12 hours. Required (1) the distance from Venus to the sun, the earth's distance being unity, and (2) the distance from the earth to the sun, Venus's distance being unity.

Now \(t=7 \boldsymbol{t}, t^{\prime}=12\); hence for first case substituting in (1)
\[
\rho \pm t\left(y-\sqrt{\frac{1}{7}}\right)=.721824
\]

For the second case substitute in (2)
\[
\rho^{\prime}=\pi\left\{\pi\left\{58+v^{\prime} \overline{1428}\right\}=1.38538 .\right.
\]
(The above is suggested in Proctor's Geometry of the Cycloid.)

\section*{A PROPOSITION IN DETERMINANTS.}

By alpred hisis, C. E., D. So., Profeceor of Mathematios in the Uaiveraty of Mientelppi.
Throrex.-The product of two numbers, each the sum of four squares, is the sum of eight squares.


\[
\begin{aligned}
& =\left|\begin{array}{ll}
c a-d \beta+(c \beta+d \alpha) \sqrt{1} & c \gamma-d \delta+(c \delta+d \gamma) \sqrt{-1} \\
-c \gamma+d \delta+(c \delta+d \gamma) \sqrt{-1} & c \alpha-d \beta-(c \beta+d \alpha) V=\overline{1}
\end{array}\right| \\
& +\left|\begin{array}{ll}
a \alpha-b \beta+(a \beta+b \alpha) \sqrt{-1} & a \gamma-b \delta+(a \delta+b \gamma) \sqrt{-1} \\
-a \gamma+b \delta+(a \delta+b \gamma) v^{\prime}-1 & a \alpha-b \beta-(a \beta+b \alpha) \sqrt{-1}
\end{array}\right|
\end{aligned}
\]
\[
\begin{aligned}
\text { or }\left(a^{2}\right. & \left.+b^{8}+c^{2}+d^{8}\right)\left(\alpha^{2}+\beta^{2}+\gamma^{2}+\delta^{2}\right)=(c a-d \beta)^{2}+(c \beta+d \alpha)^{2} \\
& +(c \gamma-d \delta)^{2}+(c \delta+d \gamma)^{2}+(a \alpha-b \beta)^{2}+(a \beta+b \alpha)^{2}+(a \gamma-b \delta)^{2}+(a \delta+b \gamma)^{2} .
\end{aligned}
\]

Euler's Theorem is an easy corollary of this, and vice-versa.
Universily of Miamicsippi, Marrh, 1896.

\section*{A METHOD OF SOLVING QUADRATIC RQUATIONS.}

By Prot, bitiry mratom, M. 8o., Athatic, Lown
Let it be required to solve the equation
\[
\begin{equation*}
a x^{2}+b x+c=0 . \tag{1}
\end{equation*}
\]

Transposing the middle term we have
\[
\begin{equation*}
a x^{2}+c=-b x . \tag{2}
\end{equation*}
\]

Squaring, \(a^{2} x^{4}+2 a c x^{2}+c^{2}=b^{2} x^{2}\)
Subtracting 4acx \(x^{2}, a^{2} x^{4}-2 a c x^{2}=\left(b^{2}-4 a c\right) x^{2}\)
Extracting the square root, \(a x^{2}-c= \pm\left(\sqrt{v^{2}-4 a c}\right) x\)
Adding equation (2), \(2 a^{2} x^{2}=\left(-b \pm \sqrt{b^{2}-4 a c}\right) x\).
Whence \(x=\frac{-b \pm \sqrt{\prime} \overline{b^{2}-4 a c}}{2 a}\).
Let it be required to solve the equation \(3 x^{2}-2 x=21\).
Transposing \(2 x\) to the second member and 21 to the first, the equation becomes
\[
\begin{equation*}
3 x^{2}-21=2 x \tag{7}
\end{equation*}
\]

Adding twice \(126 x^{2}, 9 x^{4}+126 x^{2}+441=256 x^{2} \ldots \ldots \ldots \ldots \ldots \ldots .\).
Extracting the square root, \(3 x^{2}+21= \pm 16 x \ldots \ldots \ldots \ldots . .\).
Adding equation (7), \(6 x^{2}=18 x\) or \(-14 x\).
\(\therefore x=3\) or -2 t .
Is this new?
[Mors.-We do not remember of ever having ceen this mothod. If any of our readers have seen it here, please let us know. Editor. 1

\section*{ON THE DOCTRINE OF PARALLELS.}

\author{
By Hon. JOsLAR H. DRUMM0ND, Lh. D., Portland, Maine.
}

I desire to enter my protest against any assumption that parallel lines, exled to an infinite distance, do, or do not, intersect. The human mind cannot prehend the infinite and, therefore, we cannot determine the question. We use modes of reasoning involving infinite quantities, but we can rely upon results only so jar as human experience shows that they are correct. It is trae, a mode of reasoning in such cases. which leads to a result found by human rience to be correct in a particular case, may generally be assumed to be ect in all cases. Without human experience, the proposition that if two ob1 are moving in the same line in the same direction at different velocities, the in advance will move over an appreciable space while the other is moving 'the space between them and, therefore, that the one can never overtake the r, could never have been successfully denied. I hold that this doctrine ap3 to much of the discussion of the present day, and some of the propositions ve heen able to deny, and old propositions denied I have been able to affirm, use I knew that human experience had settled the matter.

Whether Euclid's reasoning was, or was not torrect, I have never seen a in which the result which he reached has not been found to be absolutely ect by human experience.

The quotation which Professor Lyle makes from Lotze (Vol. II. ; 375) involves the arrogant assumption that the human mind is infinite in scope of its reasoning power. Mathematicians, of all men, should not claim a proposition involving the infinite, cannot be true, because we cannot comend the possibility of its being true.

\section*{ARITHMETIC.}


\section*{SOLUTIONS OF PROBLEIS.}

\section*{ Mochanicaburs, Peanoylvania. \\ A dealer buys milk at \(m=5\) cents per quart, and sells it at n=0 cents per quart. How much water has he put with the milk, if his rate of profit is \(p=00 \%\) ?}
 villo, Ohiso.
\(\boldsymbol{m}(1+p)=\) price at which a quart of pure milk would sell at a profit of \(p \%\). \(\frac{m(1+p)}{n}=\) number of quarts at \(n\) cents sold for \(m(1+p)\) cents.
\(\therefore \frac{m(1+p)}{n}-1=\frac{m(1+p)-n}{n}=\) amount of water added to each quart of
milk. Let \(m=5, n=6, p=60\).
\(\therefore \frac{m(1+p)-n}{n}=1 . \quad \therefore\) He adds one quart of water to 3 quarts of milk.
Aleo solved by E. R. ROBBINS, P. S. BERG, P. R. HONEY.
 Ponamivaria.

I owe A \(\$ 100\) due in 2 years, and \(\$ 200\) due in 4 years; when will the payment of \(\$ 300\) equitably discharge the debt, money being worth \(6 \%\) ?
 ens; FRGDERIGE R. HOMRI, Ph. B., Iow Haven, Conncetiout.

Present worth of \(\$ 100\) for 2 years at \(6 \%=\$ 89.28\).
Present worth of \(\$ 200\) for 4 years at \(6 \%=\$ 161.29\).
\(\$ 250.57=\$ 89.28+\$ 161.29=8 u m\) of present worths, The time required for \(\$ 250.57\) at \(\mathbf{6 \%}\) to amount to \(\$ 300\) is the time sought. Interest of \(\$ 250.57\) for one year at \(6 \%=\mathbf{8 1 5 . 0 3 4 2}\). \(\$ 300-\$ 250.57=\$ 49.43\), interest for the whole term. Hence time equals \(49.43+15.0342=3.2878\) years.
 ville, Onio.

The interest on \(\$ 100\) for 2 years at \(6 \%=\$ 12\).
The interest on \(\$ 200\) for 4 years at \(6 \%=\$ 48\).
The interest on \(\$ 300\) for 1 year at \(6 \%=\$ 18\).
\((\$ 12+\$ 48)+\$ 18=\$ 60+\$ 18=3\) years, 4 months.
```

Or, \$100 for 2 years=\$200 for 1 year.
$200 for 4 years =$ 800 for }1\mathrm{ year.
\$1000 for 1 years.
\$1000+\$300=3 years, 4 months.

```

\section*{PROBLEMS.}
 sold, Mimouri.

A agreed to work a year for \(\$ 800\) and a suit of clothes. At the end of five months he left, receiving for his wages \(\$ 00\) and the clothes. What was the suit worth?
68. Proponed by P. P. MTYZ, 8e. D., Ph. D., Proteceor of Mathematios and Antronomy in Irving Colloge, Monkaniecbare, Peasayivatia.

The population of a city is annually increasing \(m=2 \mu\). If the population now is \(P=08021\), what was it \(n=3\) years ago? At this rate of increase, what will the population be \(n=8\)-gears hence?

\section*{GEOMETRY.}

Condectad by B. F. FDicth, 8pringiald, Mo. All contribations to this departmont should be ceat to him.

\section*{GOLUTIONS OF PROBLEES.}
 Clphia, Peanopivania:
1. The point of intersection \(K_{a}^{\prime}\) of the tangent drawn to the circumcircle about the triangle \(A B C\) at \(A\) and the side \(B C\) is harmonic conjugate to \(K_{a}\) with respect to \(B C\). ( \(K_{a}\) is the point where the symmedian line through \(A\) of the triangle \(A B C\) meets the side \(B C\).)
2. The point \(K_{a}^{\prime}\) is the center of the Apollonius circle passing through \(A\) of the triangle \(A B C\).
3. Grebes point is on the line joining the middle point of any side of a triangle with the middle point of the altitude to this side.
1. Soletion by WIKMiNM BOOVER, A. M., Ph. D., Profeasor of Mathematice and Astrosomy, Ohio Onf verety, Atheres, Ohio.
1. In trilinears, the equation to the circumcircle of the triangle of reference is
\[
a \beta \gamma+b \alpha \gamma+c \alpha \beta=0 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots .
\]

The tangent to this circle at \(A\) is
\[
\begin{equation*}
b y+c \beta=0 . \tag{3}
\end{equation*}
\]

The equation to the eymmedian through \(\boldsymbol{A}\) is
\[
\begin{equation*}
b \gamma-c \beta=0 . \tag{8}
\end{equation*}
\]
(2) and (8) are conjugates to \(\beta=0, \gamma=0\).
2. The circle of Apollonius passes through \(A\) and the points of interteetion of the internal and exteroal bisectors of the angle \(A\) of the triangle of reference with the side \(B C\). The coordinates of the center of this circle are plainly the half sum of those of the intersections of the bisectors with \(B C\), or \(\left(0, \frac{a b^{2} \sin O}{b^{3}-c^{2}}, \frac{a c^{2} \sin B}{b^{2}-c^{2}}\right)\). This is the point of intersectinn of (2) and \(a=0\).
3. The coordinates of Grebe's point are proportional to \(a, b, c\).

The mid-point of \(a\) is \(\left(0, \frac{a}{2} \sin C, \frac{a}{2} \sin B\right)\), and of the altitude on a, \(\left(\frac{\Delta}{a}, \frac{b}{4} \sin 2 C, \frac{c}{4} \sin 2 B\right)\).

The line through these points is \(a \sin (B-C)+\gamma \sin C-\beta_{n j i n} B=0\), which is satisfied by \(a=a, \beta=b, \gamma=c\).

Using trilinear coordinates we get,
(1), equation to \(A K_{n}{ }^{\prime}\) is, \(\beta \sin C+\gamma \sin B=0\), or \(\beta c+\gamma b=0\); to \(A B, \gamma=0\); to \(A X_{\text {a }}, \beta c-\gamma b=0\); to \(A C, \beta=0\).
\(\therefore A K_{\mathrm{f}}{ }^{\prime}, A B, A K_{a}, A C\) form a harmonic pencil.
\(\therefore K_{a}^{\prime}\) and \(K_{a}\) are harmonic conjugate.
(2). Draw \(A K_{\text {, "' }}\) bisecting
\[
\angle D A B .
\]


Then \(\angle A K_{a}^{\prime} B=\angle K_{a}^{\prime} K_{a}^{\prime \prime \prime} A+\angle K_{a}^{\prime} A K_{a}^{\prime \prime \prime}=B-C\), and

\(\therefore \angle K_{a}{ }^{\prime} K_{a}{ }^{\prime \prime \prime} A=\angle K_{a}{ }^{\prime} A K_{a}{ }^{\prime \prime \prime} ; \therefore K_{a}{ }^{\prime} K_{a}{ }^{\prime \prime \prime}=A K_{a}{ }^{\prime}=A K_{a}{ }^{\prime \prime}\) 。
\(\therefore K_{a}{ }^{\prime}\) is the center of the required circle.
(3). The equation to the atraight line through Grebe's point and the mid-point of \(B C\) is the same as the equation of the straight line through mid-point of \(B C\) and the midpoint of the perpendicular from \(A\) on \(B C\), both being \(\sin (B-C) \alpha-\sin B f+\sin C \gamma=0\).
 dontowe, Fov Jercoy, and J. C. OOMBLF, Pion Blaf, Arkamas.
(1). Let \(A B C\) be \(\triangle ; A K e_{d}^{\prime}\), the tangent at \(A\); and \(K\) a point where sym-
median meets the side \(B C\). Take \(A N=A C\), and \(A M=A B\). Then in \(\triangle A N M\), \(A B\), the median, is the symmedian of \(\triangle A B C\). Lines \(B C\), and \(M N\) are antiparallel. Also, since \(\Varangle A B C=\Varangle B A D\), esch being meaiured by farc \(A C\), the lines \(B C\) and \(A K_{\mathrm{E}}\) ' are antiparallel. Wherefore \(M N\) is parallel to the tangent line \(A K_{\varepsilon}^{\prime}\).

Now we have a pencil of four rays \(A B, A H, A C\), \(A K_{\mathrm{a}}{ }^{\prime}\) in which one ray \(A H\) bisecta a line parallel to ite conjugate, and included between the other pair of conjugate rays ; hence the pencil is harmonic, and any line, as \(B \boldsymbol{K}_{\mathbf{\prime}}\) ', drawn acrose the pebcil will cat out on harmonic range \(\left\{B C, K_{\mathrm{a}} K_{4}^{\prime}\right\}\).
Q. E. D.
(3). Draw \(S T\) perpendicular to \(A C\) at its middle point \(S_{\text {; draw }} B T\), and it is a symmedian line (Halsted: Byn. Germ. f648, ), hence it passes through Grebe's point (or Lemoine's Point) \(K\). Now as \(A\left\{B C, K_{0} K_{a}{ }^{\prime}\right\}\) is an harmonic pencil, \(\{B R, K T\}\) is an harmonic range; whence \(S\{B R, K T\}\) is an harmonic pencil. Draw sltitude \(B P\), and it is \(\|\) to ray \(S T\), and is therefore bisected by the ray \(S K\), the conjugate of ST: Therefore the line joining the middle point, \(S\), of a side, and the middle point of the altitude to that side passes through Grehe's point.
Q. E. D.
 writy, Ammen, olito.

Show that the tangent plane at any point of the surface \(a^{2} x^{4}+b^{4} y^{2}+c^{8} x^{8}\) \(=2 b c y s+2 a c x s+2 a b x y\) intersects the surface \(a y z+b z x+c x y=0 \mathrm{in}\) two straight lines at right anglea to one another.

\section*{}

\(\left(x-x^{\prime}\right) \frac{d F}{d z^{\prime}}+\left(y-y^{\prime}\right) \frac{d F^{\prime}}{d y^{\prime}}+\left(z-z^{\prime}\right) \frac{d F}{d z^{\prime}}=0\)
Here \(P=a^{2} x^{2}+b^{2} y^{2}+c^{2} z^{*}-2 b c y z-2 a c r z-2 a d x y\).
\[
\begin{array}{r}
\frac{d F}{d x^{\prime}}=2 a\left(a x^{\prime}-b y^{\prime}-r z^{\prime}\right), \cdot \frac{d F^{\prime}}{d y^{\prime}}=2 b\left(-a x^{\prime}+b y^{\prime}-r z^{\prime}\right),  \tag{8}\\
\frac{d F}{-d z^{\prime}}=2 c\left(-a x^{\prime}-l y^{\prime}+c z^{\prime}\right) \ldots \ldots \ldots
\end{array}
\]

Then (2) becomes by aid of (8),
\(a\left(a x^{\prime}-b y^{\prime}-a z^{\prime}\right) x+b\left(-a x^{\prime}+b y^{\prime}-c z^{\prime}\right) y+c\left(-a x^{\prime}-b y^{\prime}+c z^{\prime}\right) z=0\)

It may be shown that the condition that
\(l x+m y+n z=0\)
(6) cuts ayz \(+b x z+c x y=0\)
in two straight lines including a right angle is \(a m n+b n l+c l m=0 \ldots \ldots \ldots\). (8).
Comparing (5) and (6), \(\quad l=a\left(a x^{\prime}-b y^{\prime}-a z^{\prime}\right), \quad m=b\left(-a x^{\prime}+b y^{\prime}-a a^{\prime}\right)\), \(n=c\left(-a x^{\prime}-b y^{\prime}+c z^{\prime}\right)\), and (8) becomes
\(a b c\left\{a^{2} x^{\prime 8}-\left(b y^{\prime}-c z^{\prime}\right)^{2}+b^{2} y^{\prime 2}-\left(m^{\prime}-a x^{\prime}\right)^{2}+c^{2} z^{2}-\left(a x^{\prime}-b y^{\prime}\right)^{2}\right\}=0\)
an identity by aid of (3).
Alco molved by HENRY HEATON and J. BCEEFFRE.

\section*{PROBLEMS.}
 colphia, Peanayivania.

Prove in a pure geometrical way the following:
The axes of the ellipse isogonal to Lemoine's line with respect to a triangle (Steiner's ellipse) are parallel to Simson's lines belonging to the extremities of Brocard's Diameter.
6. Propesed by WIKHMM HOOVER, A. M., Ph. D., Proficecor of Mathematios and Actreacmy, Ovio Uat verdity, Atheas, Ohio.

The locus of points whose polars with respect to a given parabola touch the circle of curvature at the vertex is an equilateral hyperboln.

\section*{MECHANICS.}


\section*{SOLUTIONS OF PROBLEES.}
89. Propoed by \(0 T T 0\) CLATTOI, A. B., Fowler, Indiana.

The wheel of a wind pump has 60 fans, each turned at an angle of \(45^{\circ}\) to the direction of the axis, and each having 150 square inches exposed to the wind. If the wind blowe with a velocity of \(V\) and the wheel rotates with velocity \(\omega\), what is the component of force or pressure along the axis if it is turned at an angte \(a\) to the direction of the wind assuming the resistance of the wheel in turning to be \(\boldsymbol{R}\) ?

Solation by G. B. M. ZERR, A. M., Ph. D., Tazarkana, Arkaneab-Taxas.
Let \(A=\) projecting area of fans exposed to the wind, in square feet,
\(V=\) velocity of wind in feet per second,
\(H=\) horse hower of pump,
\(R=\) extreme radius of fans in feet,
\(r=\) inner radins of fans in foet,
\(l=\sqrt{\frac{R^{4}+r^{7}}{2}}\), =radiun of center of percussion, in feet,
\(n=\) number of revolutions of fans per minate,
\(\beta=\) mean angle of fanif to the plane of motion.
By Nyatrom's Mechanica we get \(H=\frac{A \ln s i n}{1.540000}\left(V-\frac{2 \operatorname{lnsin} \beta}{19}\right)^{2}\).
Let \(A B, C D, F E\) be the direction of the axis, fans, and wind, respectively.
\(\angle H K U=\alpha, \angle K G H=\frac{\pi}{4}, \therefore \angle G K H=\left(\frac{3 \pi}{4}-\alpha\right)\).
Then \(A=60 \times 150 \times \sin \left(\frac{8 \pi}{4}-a\right)\)
\[
+144=1 \xi \sin \left(\frac{3 \pi}{4}-a\right) .
\]
\(n=\omega, \beta=\frac{\pi}{4}, \quad \therefore H=\frac{125 t \omega \sin \left(\frac{3 \pi}{4}-\alpha\right)\left(19 V-l \omega_{V}\right)^{2}}{117040000}\)
\(\boldsymbol{H}^{\prime}=\boldsymbol{H}-\boldsymbol{R} / 88000=\) effective horse power.

A man weighe 150 pounda; hill balloon with all ita attachmenta weigha 500 ponnde. What volume of pure hydrogen must be made and put into the bnilloon so that it will be on the point of mocending with the man * How many kilogrnms of zine nud of hydrogen culphate will be ured generating the hydrogen ? Give volume of hydrogen in cubic feet, given that one litre of hydrogen weighs opes grams.

1 grain \(=.0022048\) pounds. 1 cubic foot \(=28.315\) litres.
Let temperature and pressure be normal.
\(\therefore 1\) cubic foot of hydrogen weighs \(28.315 \times .0898 \times .0022046=.005688128\) pounds.

1 cabic foot of air weighs \(28.315 \times 1.298 \times .0022046=.080718241\) pounds.
\(\therefore\) The lifting power of 1 cubic foot of hydrogen is .080713261 pounde -.005698123 pounds \(=.075120138\) pounds.

500 pounds +150 pounds \(=650\) pounds.
\(850+.075120138=8652.806\) cubic feet of hydrogen.
\(8652.806 \times .005593123+2.2046=21.9524\) kilograms of hydrogen used.
\(\mathrm{Zn}+\mathrm{H}_{2} \mathrm{SO}_{4}=\mathrm{ZnSO} 4+\mathrm{H}_{\mathrm{E}} . \quad \therefore \mathrm{H}_{8} \mathrm{SO}_{4}: \mathrm{H}_{\mathrm{z}}=x: 21.9524\).
98: \(2=x\) : 21.9524. \(\therefore x=1075.8676\) kilograms of hydrogen sulphate.
\(Z_{n}: H_{z}=x: 21.9524 .65: 2=x: 21.9524 . \quad \therefore x=718.453\) kilograms of sinc. Almo mived in A. P. areb.

\section*{PROBLEIS.}
 loge, Iow Windeor, Marglace.

There is a triangle whose sides repulse a center of force within the triangle with an intensity that varies inversely as the distance of the center of force from each point of the sides of the triangle. What is the position of equilibrium of the center ?
 Pulladelplia, Peanoyivenia.

A fifty-pound cannon-ball is projected vertically upward with a velocity of 800 feet per cecond. Find the height to which it will rise and the time of flight, assuming the initial resistance of the air on the ball to be 10 pounds and the resistance to vary an the square of the velocity.

\section*{ALGEBRA.}

Conduotad by J. M. COMAW, Monterey, Va. All coatribretions to this dopartmeat should be semt to him.

\section*{SOLUTIONS OF PROBLEES.}

\section*{04. Propesed by G. B. M. ZEPR, A. M., Ph. D., Texarkand, Arkansan-Taxas.}

A man raises 1 chicken the first year ; 6 , the second ; 35 , the third; 180, the fourth; 921, the fifth ; 4626, the sixth ; 23215, the seventh ; 116180, the eighth; and so on. How many does he raise the 20th year, and how many in the twenty years?
I. Solution by A. H. HOLME8, Box 968, Branswiok, Maino.

We easily find by inspection \(U_{x+1}-5 U_{x}=\frac{4^{\frac{x+1}{2}}-1 \text {. }}{3}\), or \(\frac{4^{\frac{x+2}{x}}-1}{3}\), according as \(x\) is odd or even. Integrating and reducing, we have
\[
U_{x}=\left\{\left[5^{x}+4 \times 5^{x-2}+4^{2} \times 5^{x-4}+\text { etc. }-\frac{4^{\frac{x+1}{2}}-1}{3} \text { or } \frac{4^{\frac{x+8}{2}}-1}{3}\right]\right.
\]

Summing, \(S_{r}={ }_{1}^{1} 65^{x+1}+4 \times 5^{x-1}+4^{8} \times 5^{x-8}+\) etc. \(-\frac{23 \times 4^{\frac{x+8}{8}}-12 x-47}{9}\),
\[
\text { or } \left.\frac{11 \times 4^{\frac{x+8}{8}}-12 x-47}{9}\right]
\]

Putting \(x=20\), and performing operations indicated, we have, \(U_{20}=28,383,163,779,300\), and \(S_{20}=35,478,954,491,110\).

\section*{}

The numbers in the problem may be represented under the following form :
\begin{tabular}{cccccc}
1 & 6 & 35 & 180 & 921 & 4626 \\
\(5 \times 0+1\), & \(5 \times 1+1\), & \(5 \times 6+5\), & \(5 \times 35+5\), & \(5 \times 180+21\), & \(5 \times 921+21\),
\end{tabular}
\(23215 \quad 116160\)
\(5 \times 4626+85, \quad 5 \times 28215+85\), etc.
The general term of the nambers \(1,5,21,82\), etc., is \(\ddagger\left(4^{x}-1\right)\), as can be zasily found by Finite Differences. Fxpressing the \((2 x-1)\) th term of the above veries by \(F(2 x-1)\), we have, by Finite Differences, \(F(2 x-1)=C .5^{2 x-1}+C_{1} .4^{x}+C_{3}\). 3ubstituting for \(x\) successively \(1 ; 2,3\), we have the three equations: \(i C+4 C_{1}+C_{2}=1, \quad 125 C+16 C_{1}+C_{2}=35, \quad 3125 C+64 C_{1}+C_{2}=921\), whence \(\geq=25 / 84, C_{1}=-1 / 7, C_{8}=1 / 12\).
\[
\begin{equation*}
\therefore F(2 x-1)=\frac{5^{2 x+1}}{84}-\frac{4^{x}}{7}+\frac{1}{1 z} \tag{I}
\end{equation*}
\]

To find \(F(2 x)\), multiply \(F(2 x-1)\) by 5 and add \(\neq\left(4^{x}-1\right)\), thus,
\[
\begin{equation*}
F(2 x)=\frac{5^{2 x+2}+2}{84}-8 f .4 x+13 . \tag{II}
\end{equation*}
\]

By summing the geometrical series \(5^{2}+5^{6}+\ldots \ldots 5^{5^{m-1}}, 5^{4}+5^{6}+\ldots \ldots\). \(i^{2=+2}, 4+4^{2}+4^{8}+\ldots \ldots 4^{2}\), we find
\(\sum F(2 x-1)=\frac{5^{2 x+8}}{2016}-\frac{4^{n+1}}{21}+1_{1}^{1} x+88^{4} \pi\), and
\[
\sum F(2 x)=\frac{5^{m+4}}{2016}-\sqrt{8} \cdot 4^{x+1}+13 x+81
\]
\[
\begin{align*}
& \sum_{m-1}^{n-m}(x)=\frac{5^{m+8}}{836}-11 \cdot 4^{n+1}+\frac{1}{2} n+186 \tag{IV}
\end{align*}
\]

The formulae I and III are to be employed for an odd number of terms, and II and IV for an even one. Thus, \(F(20)=\frac{5^{28}}{84}-8^{8} .4^{10}+\frac{1}{18}=28883163779300\); \(\sum F(20)=\frac{5^{28}}{386}-18.4^{11}+10+\frac{17}{174}=35478954491110\).

\section*{III. Solution by A. M. HOQEMEIT, A. M., Ascootate Prisejpal and Profeccor of Mathomadios in Ras dolph-Macon Aoademy, Bedford City, Virginia.}
1. Write out to " \(n\) " terms the series: \(1,5,25,125,625, \ldots \ldots . .5^{n+1}\).
2. Begin at 3rd term and write the series: \(\quad 4,20,100, \ldots \ldots .4^{n-s}\).
3. Begin at 5 th term and write the series: \(\quad 16,4^{2} .5,4^{2} .5^{n-6}\).
4. Begin at \((n-1)\) th term and write the series : \(4^{\frac{n-1}{z}}, 4^{\frac{n-2}{8}} .5, n\) being even.

The \(n\)th term in the required series is the sum of all the numbers in the \(n\)th term of the above arrangement plus all that precede it. Denqte the sum by \(s\), then, if \(n\) is even,

If \(\boldsymbol{n}\) is odd,
\(8=\left\{\begin{array}{l}1+5+35 \ldots \ldots \ldots \cdot 5^{5^{n-1}} \\ 4+4.5 \cdots \cdots \cdots \cdots \cdot 5^{n-8} \\ \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdot{ }^{\frac{n-1}{2}} \\ +\quad 4^{2}\end{array}\right\}=\frac{5^{n}-1}{4}+\frac{4\left(5^{n-2}-1\right)}{4} \cdots \cdots 4^{\frac{n-1}{2} \frac{(5-1)}{4}}\)
(1) finally becomes : \(\sin ^{1}\left\{5^{n+2}+7-8.4^{\frac{n+8}{2}}\right\}\)
and (2) becomes \(3^{1}\left\{5^{n+2}+7-12.4^{\frac{n+1}{z}}\right\}\)
(3) gives the even terms; (4) gives the odd terms. To sum the series :1st term by (4) \(=\mathrm{s}_{\mathrm{f}}\left(5^{3}+7-12.4\right)\)
2nd term by (3) \(=\frac{1}{8}\left(5^{4}+7-8.4^{2}\right)\)
3rd term by (4) \(=\mathrm{g}^{1}\left(5^{6}+7-12.4^{2}\right)\)
4th term by ( 3 ) \(=8_{8}^{4}\left(5^{6}+7-8.4^{3}\right)\)
5 th term by (4) \(=\mathrm{n}^{1}\left(5^{7}+7-12.4^{3}\right)\)
\(n\)th term by \((3)=n\left(5^{n+2}+7-8.4^{\frac{n+2}{2}}\right), n\) being even, \(n\)th term by \((4)=n\left(5^{n+2}+7-12.4^{\frac{n+1}{2}}\right), n\) being odd.
Denote the sum by \(S\), then, \(n\) heing even,
\(S=\frac{1 d}{n c}\left\{\frac{5^{n+8}-125}{4}+7 n-11 \frac{\left(4^{\frac{n+4}{2}}-16\right)}{3}\right\}\)
Similarly, \(n\) being odd,
\(S=\frac{1}{6}\left\{\frac{5^{n+8}-125}{4}+7 n-\frac{20.4^{\frac{n+8}{2}}-176}{3}\right\}\)
By (3), the 20th term is: of \(\left\{5^{28}+7-8.4^{11}\right\}=28,383,163,779,300\).
(5), the twenty terms are : \(\boldsymbol{B r}^{1}\left\{\frac{5^{23}-125}{4}+140-11 \frac{\left(4^{12}-16\right)}{3}\right\}\)
\(=35,478,954,491,110\).

\section*{IV. Selation by the PROPOSER.}

Let it be required to sum to \(n\) terms and find the \(n\)th term of the series:
\(1+6 x+35 x^{2}+180 x^{3}+921 x^{4}+4626 x^{6}+23215 x^{6}+116160 x^{7}+\)
Let the scale of relation be denoted by \(m, n, p, q\).
\[
\begin{align*}
& \therefore 921 x^{4}=180 q x^{2}+35 p x^{2}+6 n x+m
\end{align*}
\]
\[
\begin{align*}
& 116160 x^{7}=23215 q x^{6}+4626 p x^{6}+921 n x^{4}+180 m x^{3} \tag{4}
\end{align*}
\]
\(\therefore m=20 x^{4}, n=-24 x^{3}, p=-x^{2}, q=6 x\).
Since the series has a quadruple scale of relation it must be composed of a sum of four geometrical series. The ration of these series will be the roots the biquadratic equation
\(r^{4}=6 x r^{3}-x^{2} n^{4}-24 x^{3} r+20 x^{4}\)
\(\therefore r_{1}=2 x, r_{2}=-2 x, r_{3}=5 x, r_{4}=x\).
Let \(a_{1}, a_{2}, a_{3}, a_{4}\) be the first terms of these sets of series ; then
\[
\begin{equation*}
a_{1}+a_{2}+a_{3}+a_{4}=1 \tag{6}
\end{equation*}
\]
\(a_{1} r_{1}+a_{8} r_{2}+a_{3} r_{3}+a_{4} r_{4}=2 a_{1}-2 a_{2}+5 n_{2}+a_{4}=6\)
\(a_{1} r_{1}{ }^{8}+a_{2} r_{2}^{2}+a_{3} r_{3}^{8}+a_{4} r_{4}^{8}=4 a_{1}+4 a_{2}+25 a_{3}+a_{4}=35\)
\(a_{1} r_{1}{ }^{3}+a_{2} r_{2}{ }^{3}+a_{3} r_{3}{ }^{3}+a_{4} r_{4}{ }^{3}=8 a_{1}-8 a_{2}+125 a_{2}+a_{4}=180\)
\(\therefore a_{1}=-2 / 3, a_{2}=2 / 21, a_{3}=125 / 84, a_{4}=1 / 12\).
Hence the series are:
\(-2 / 3-4 x / 3-8 x^{2} / 3-16 x^{3} / 3-32 x^{4} / 3-64 x^{5} / 3-\).
\(2 / 21-4 x / 21+8 x^{2} / 21-16 x^{3} / 21+32 x^{4} / 21-64 x^{5} / 21+\ldots \ldots\). (11).
; \(/ 84+625 x / 84+3125 x^{2} / 84+15625 x^{2} / 84\)
\[
\begin{equation*}
+78125 x^{4} / 84+390625 x^{6} / 84+ \tag{12}
\end{equation*}
\]
\[
\begin{equation*}
1 / 12+x / 12+x^{2} / 12+x^{3} / 12+x^{4} / 12+x^{5} / 12+ \tag{13}
\end{equation*}
\]

Let \(A_{n}{ }^{1}, A_{n}{ }^{2}, A_{n}{ }^{2}, A_{n}{ }^{4}, S_{n}{ }^{1}, S_{n}{ }^{2}, S_{n}{ }^{4}, S_{n}{ }^{4}\) represent the \(n\)th terms, and the sum of \(n\) terms of the series (10), (11), (12), (18). Then,
\[
\begin{aligned}
& S_{n}{ }^{1}=-1\left(\frac{2^{n} x^{n}-1}{2 x-1}\right), S_{n^{2}}=f_{1}\left(\frac{ \pm 2^{n} x^{n}-1}{-2 x-1}\right), S_{n}{ }^{2}=18 x^{2}\left(\frac{5^{n} x^{n}-1}{5 x-1}\right), \\
& S_{x^{4}}=1_{1}^{13}\left(\frac{x^{4}-1}{x-1}\right) .
\end{aligned}
\]

Let \(A_{n}, S_{n}\), be the \(n\)th term and the sum of \(n\) terms of the original sories.
\[
\begin{aligned}
& \therefore A_{n}=x^{1}\left\{5^{n+2}+7\left(1-2^{n+2}\right) \mp 2^{n+2}\right\} x^{n-1} . \\
& S_{n}=\frac{125}{8\}}\left\{\frac{125\left(5^{n} x^{n}-1\right)}{5 x-1}-\frac{56\left(2^{n} x^{n}-1\right)}{2 x-1}+\frac{8\left( \pm 2^{n} x^{n}-1\right.}{-2 x-1}+\frac{7\left(x^{n}-1\right)}{x-1}\right\} .
\end{aligned}
\]

The upper sign to be used when \(n\) is even. Now let \(x=1, n=20\), and we will get the required results for the problem. \(A_{80}=28383168779300\), the num. ber the twentieth year ; \(S_{80}=35478954491110\), the number in twenty years.

Also solved by EDWARD R. ROBBINS.

\section*{66. Propeed by P. M. 8BMBLDS, Cooprood, Misaisedppi.}

A, B, and C bought unequal shares in 200 acres of land at the same price per acre, which they sold for \(\$ 286.90\). A gained as much per cent. on his part as he had acres, B gained 5-8 as much per cent. on his part as A did, and C lost \(\$ 9.10\) on the cost of his part; the total net gain was \(439-20\) per cent. How much land did each buy, and what did each receive per acre at the sale?
I. Solution by W. B. CARTER, Profoceor of Mathematice in Centenary Colloge of Leoternan, Jeckeo, Louiciara.

Let \(x, y\), and \(z\) be the number of acres bought by A, B, and C, reapective-


Since the selling price is \(\$ 286.90\) and the gain per cent. is 48.45 , the cost is \(\$ 200\). Let \(m=\) cost per acre ; then \(m x, m y\), and \(m s\) represent the cost of the shares of A, B, and C, respectively. \(\therefore m(x+y+z)=200 . \quad \therefore m=1 . \quad \therefore\) the cost of the share of each \(=\) number of acres he bought.
\[
\begin{align*}
& x=A \text { 's gain per cent., and } 5 x / 8=\text { B's gain per cent. } \\
& \therefore x+x^{2} / 100+y+5 x y / 800+z-\$ 9.10=\$ 286.90 \text {. } \\
& \therefore x^{2} / 100+b x y / 800=896 . \quad \therefore 8 x^{2}+5 x y=76800 \text {. } \\
& \therefore y=\frac{76800-8 x^{2}}{5 x}=\frac{15360}{x}-\frac{8 x}{5} \tag{2}
\end{align*}
\]

If the number of acres bought by each is to be integral, then (1) and (2) are to be solved for positive integral values of \(x, y\), and 2 . Since \(y\) is to be inte gral, \(x\) must be a factor 15360 and must be divisible by \(5 . \quad 15360=6 \times 3 \times 2^{10}\). \(\therefore\) the factors of 15360 which are divisible by 5 , are \(5,10,15,20,30,40,60,80\), 120, 160, etc. If \(x\) has any of these values less than \(80, z\) will be negative; if \(x\) has any values greater than \(80, y\) is negative. If \(x=80, y=64\), and \(z=56\). \(\therefore 80,64\), and 56 are the shares of \(A, B\), and \(C\).

The amounts each received per acre at the sale are easily found to be \(\$ 1.80,81.50\), and \(\$ 0.83\) ?

\section*{II. Solution by EDwARD R. ROSBDMs, Mastor ia Machematies and Phyaios in the Lawrozioorillo Sobool, Lavrecoorilic, IIOT Jarroy.}

Let \(x, y\), and \(200-x-y\) represent the number of acres which A, B, and C bought, respectively. Then by the problem,
\[
x+x^{2} / 100+y+5 x y / 800+200-x-y-9.10=286.90 .
\]

This gives \(8 x^{2}+5 x y=76,800\); or \(y=\left(78800-8 x^{2}\right) / 5 x\). Solving for positive integers in \(x\), we have, when
\[
\begin{aligned}
& x=75,80,85, \quad 90, \\
& y=1073,64,44 f_{7}^{2}, 26 \frac{3}{3},
\end{aligned}
\]

Accepting the integral values we obtain :
A's purchase consisted of 80 acres and sold for \(\$ 144\);
B's purchase consisted of 64 acres and sold for \(\mathbf{8 9 6}\);
C's purchase consisted of 56 acres and sold for \(\$ 46.90\).
Hence A received \(\$ 1 \frac{1}{t}\) per acre ; B, \(\$ 1 \frac{1}{4}\); and C, \(\$ 8 \%\).

\section*{III. Solation by E. C. WILTE, Ekull Ran, Weat Virginia.}

Since by the terms of the problem the price paid for the land was \(\$ 1\) per acre, let \(8 x, y, z\) be the number of acres bought, and the number of dollars paid, by \(A, B\), and \(C\), respectively.

Then \(8 x+y+z=200 \ldots\) (1). \(8 x+64 x^{2} / 100+y+5 x y / 100+z=296 \ldots\) (2).
Subtracting (1) from (2), and clearing, \(64 x^{2}+5 x y=9600\). Factoring, \(x(64 x+5 y)=10(960)\). Let \(x=10\); then \(5 y=320\), and \(y=64\).
\(\therefore 80,64,56\) are numbers satisfying the conditions. See solution of a similar problem on page 76 of Vol. II.
IV. Solation by A. M. HUCRLEIT, A. M., Aecoetate Principal and Profeccor of Mathematios in Ras-dolph-riteoa Academy, Bedtord Oity, Virginis.

Let \(x, y\), and \(z\) represent the shares of \(A, B\), and \(C\), respectively. \(x+y+z=200 \ldots . .(1)\). Since \(C\) lost \(\$ 9.10\), he must have bought at least 9.10 acres. Therefore 190.90 is the maximum limit of \(x+y\).
\(x+x^{2} / 100+y+x y / 160+z=296\)
(1) in (2) gives \(x^{2} / 100+x y / 160=96 . \quad \therefore y=\left(76800-8 x^{2}\right) / 5 x\)
\(\therefore 190.90>x+\left(76800-8 x^{2}\right) / 5 x . \therefore 190.90>\left(76800-3 x^{2}\right) / 5 x\).
As \(x\) decreases, \(\left(76800-3 x^{2}\right) / 5 x\) increases.
\(\therefore\) the equation \(\left(76800-3 x^{2}\right) / 5 x=190.90\)
gives the minimum limit of \(x\).
\(\therefore 66.48+\) is the minimum limit of \(x\).
From (3), \(y=\left(76800-8 x^{2}\right) / 5 x\), we get, since \(y\) must have some value, \(76800>8 x^{2}\); hence \(8 x^{2}=76800\) gives maximum limit of \(x . \therefore 97.97+\) is the maximum limit of \(x\). Hence, any values of \(x\) between \(66.48+\) and \(97.97+\) will satisfy the conditions of the problem. Example: Let \(x=774\). Then from (3) \(y=75 \frac{4}{3} ; \therefore z=47 t \frac{1}{3}\).
\(\therefore\) A received \(\$ 136.65 \frac{1}{3}\left\{\right.\); B received \(\$ 112.17 \frac{1}{1} \frac{1}{1} . \quad \therefore\) C received


Alen solved by A. h. HoLmes, J. sCheffer, and G. b, M. erer.

\section*{PROBLEM8.}
72. Propooed by CBiAs. c. CROSS, Laytonovillo, Mergland.

Prove that \(\frac{2 \sqrt{2+\sqrt{3}}}{4 \times \sqrt{\frac{3}{6-\sqrt{2}}}}=\sqrt{6}-\sqrt{2}+\sqrt{3}-2\), when reduced to its lowest terms.

\section*{78. Proposed by G. B. M. RERR, A. M., Ph. D., Texarkana, Arkangab-Toxas.}

Find the worth of each of five persons, A, B, C, D, and E, knowing, 1st, that when \(A\) 's worth is added to \(a\) times what \(B, C, D\), and \(E\) are worth, it is equal to \(m ; 2 n d\), when B's worth is added to \(b\) times what \(\mathrm{A}, \mathrm{C}, \mathrm{D}\), and E are worth, it is equal to \(n\); 8 rd, when C's worth is added to \(c\) times what \(\mathrm{A}, \mathrm{B}, \mathrm{D}\), and E are worth, it is equal to \(p ; 4\) th, when D's worth is added to \(d\) times what \(A, B, C\), and \(E\) are worth, it is equal to \(q\); 5 th, when E's worth is added to e times what A, B, C, and D are worth, it is equal to \(r\).

\section*{CALCULUS.}

Coadseted by J. M. COLAW, Monteroy, Va. All contributions to this department should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}

\footnotetext{
61. Proposed by F. P. MATZ, 8c. D., Ph. D., Professor of Mathematios and Astronomy in Irviag College. Mechanicsburg, Penneylvania.
}

Find the maximum ellipsoid that can be cut out of a given right conic frustum.

A complete solution of this problem without any assumptions would be a task greater than I care to undertake at present. We will, therefore, sasome the cone to be one of revolution. Let \(2 h\)-height of frustum, \(R, r\) radii of the lower and upper basets, respectively, \(l, m, p\) the coordinates of the verter.
\(x^{2} / a^{4}+y^{2} / b^{2}+z^{2} / c^{2}=1\), the equation to the ellipsoid.
\(\therefore(p-z)^{3}+(n-y)^{2}-[(R-r) / 2 h]^{8}(m-x)^{3}\) is the equation to the cone.
We will farthar astume that this cone is the tangent cone to the maximum ellipeoid, then the equation to the cone is
\[
\begin{aligned}
\left(n^{2} / a^{2}+n^{3} / b^{2}+p^{2} / c^{2}-1\right)\left(x^{2} / a^{2}+y^{2} / b^{2}\right. & \left.+z^{2} / c^{2}-1\right) \\
& =\left(\operatorname{mx} / a^{2}+n y / b^{2}+p z / c^{2}-1\right)^{*}
\end{aligned}
\]

From theae two equations to the cone we get \(n=p=0\).
\([(R-r) / 2 h]^{2}=R r /\left(m^{2}-h^{2}\right)\) or \(m=[(R+r) /(R-r)] h\).
\(\therefore\) The center of the frestum and the center of the elliptond mincide, and the ellipsoid is one of revolution.
\(\therefore x^{2}, / a^{2}+\left(y^{2}+z^{2}\right) / b^{2}=1\) is ite equation: \(\therefore a=h, b=r / \overline{\text { Mr }}\).
\(V=\frac{1}{\boldsymbol{\prime}} \boldsymbol{\pi} h R r=\) volume of maximum ellipsoid.

\(x_{1}\) and \(y_{1}\) being coordinates of point of contact. Substituting coordinates of \(\boldsymbol{A}\) and \(B\) for \(x\) and \(y\) in (1),
\[
\left.\begin{array}{r}
a^{2} d y_{t}+b^{2}(-x)\left(x_{1}-a\right)=a^{2} b^{2}  \tag{2}\\
a^{*} r y_{1}+b^{*}(k-a)\left(x_{i}-a\right)=a^{*} b^{2}
\end{array}\right\}
\]

Solving (2) for \(x_{1}\) and \(y_{4}\),
\[
\left.\begin{array}{l}
x_{1}=a h d /(b d-a d+a c)  \tag{3}\\
y_{1}=b^{*} h /(b d-a d+a r)
\end{array}\right\}
\]

Bubatituting from (8) for \(x\) and \(y\) in equation of ellipse and solving we ob\(\operatorname{taj} b^{*}=\left[\left(h d^{2}+2 a d(c-d)\right] / h\right.\).

Now volume of ellipsoid \(V=4 / \beta\left(\pi a b^{2}\right)=4 \pi / 3 h\left[a d^{2} h+2 a^{2} d(c-d)\right]\).
\[
\begin{equation*}
d V / d a=4 \pi / 3 h\left[d^{2} h+4 a d(c-d)\right] . \tag{4}
\end{equation*}
\]

Equating (4) to 0, we find \(a=d h / 4(d-c) \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . . .\).
\[
\begin{equation*}
\text { and } b^{2}=d^{2} / 2 \tag{6}
\end{equation*}
\]

Also, \(d^{2} V / d a^{2}=16 \pi d(c-d) / 3 h\), which is negative since \(d>c\). Now the ellipsoid will be entirely within the frustum if \(2 a\) is not greater than \(h\), which from (5) gives, \(d h / 2(d-c\) ) is not greater than \(h\) or \(c\) is not greater than \(\ddagger d\). So volume of maximum ellipsoid=
\(\frac{4 \pi}{3} \cdot \frac{d h}{4(d-c)} \cdot \frac{d^{2}}{2}=\frac{\pi}{6} \frac{d^{3} h}{d-c}\), if \(c\) is not greater than \(\ddagger d\), or \(\frac{4 \pi}{3} h b^{2}\), if \(c>\ddagger d\), the
latter result being true, since (4) shows but one maximum, and \(V\) is a continuous function of \(A\).
 loge, Mow Windor, Miaryland.

Take the base of the frustum as the plane \(x z\), and the axis of the frustom as the axis of \(y\). We may, without loss of generality, take one axis parallel to the axis of \(z\). The equation of the ellipsoid may then be written :
\[
\begin{equation*}
A x^{2}+B y^{2}+C x y+D x+E y+H z^{2}+F=0 . \tag{1}
\end{equation*}
\]

We find the axes of the ellipsoid to be:
\[
a=v \overline{R / P}, b=\sqrt{R / Q}, c=v \overline{R / H},
\]
where \(\left.R=F\left(c^{2}-4 A B\right)+A E^{2}+B D^{2}-C D^{2}\right),\left(4 A B-C^{2}\right)\).
\(P=1 / 2\left[A+B \pm V^{\prime} \overline{(A-B)^{2}+C^{2}}\right]\),
\(Q=1 / 2\left[A+B \mp V^{(A-B)^{2}+C^{2}}\right]\),
Volume of ellipsoid \(=4 / 3(\pi a b c)\)
\[
\begin{equation*}
=\frac{1}{3} \pi \frac{\left[F\left(C^{2}-4 A B\right)+A E^{2}+B D^{2}-C D E\right]}{\left[4 A B-C^{2}\right]^{2}} \cdot \frac{1}{\sqrt{H}} . \tag{2}
\end{equation*}
\]

A little consideration will show that the ellipsoid to be a maximum muat touch the larger base of the frustum and also the conical surface. The condition that it touch the lower base is \(D^{2}-4 A F=0\).

The condition that it shall not cut the upper base is
\[
(C h+D)^{2}-4 A\left(B h^{2}+E h+F(<0\right.
\]
where \(h\) is the altitude of the frustum.

To find the condition that the ellipsoid shall be tangent to conical surface, we assume the equation of complete cone to be:
\[
m^{2}\left(x^{2}+z^{2}\right)=(y-k)^{2} \ldots \ldots . . . . . . . . . . . . . . . .
\]

For intersection of (1) and (5),
\[
(A-H) m^{2} x^{2}+\left(B m^{2}+H\right) y^{2}+C m^{2} x y+D m^{2} x+\left(E m^{2}-2 k\right)+\left(H k^{2}+F m^{2}\right)=0 .
\]

If this ollipse have no axes,
\(\left(H k^{2}+F m^{2}\right)\left[c^{2} m^{2}-4(A-H)\left(B m^{2}+H\right)\right]+(A-H)\left(E m^{2}-2 k\right)^{2}+\left(B m^{2}+H\right) D^{2} m^{2}\)
\[
-C D\left(E m^{2}-2 k\right) m^{2}=0 .
\]

Solving this for \(B\) we obtain,
\[
B=\frac{C D\left(E m^{2}-2 k\right) n^{2}-(A-H)\left(E m^{2}-2 k\right)^{2}-C^{2} m^{2}\left(H k^{2}+F m^{2}\right)}{n^{2}\left[D^{2} m^{2}-4(A-\bar{H})\left(H k^{2}+F m^{2}\right)\right]}-\frac{H}{m^{2}} .
\]

Substitute the value of \(A\) given in (3),
\(B=\frac{4 F C D\left(E m^{2}-2 k\right) m^{2}-\left(D^{2}-4 F H\right)\left(E m^{2}-2 k\right)^{2}-4 F C^{2} m^{2}\left(H k^{2}+F m^{2}\right)}{m^{2}\left[F D^{2} m^{2}-\left(D^{2}-4 F H\right)\left(H k^{2}+F m^{2}\right)\right]}-\frac{H}{m^{2}}\).
If we were then to substitute these values of \(A\) and \(B\) in equation (2), we should obtain a value of \(V\) which contains the variables \(C, D, E, F\), and \(H\), independent, except as to the condition given in (4). By the ordinary methods of maximum and minimum, five equations can be formed and the maximum critical values of the five letters determined. But life is too short to do this.

If we assume that two of the axes are parallel to the bases of the frustum, we obtain \(V=\frac{1}{8} \pi \tan ^{2} \phi\left(h^{2} b-2 h b^{2}\right)\), where \(h=\) altitude of complete cone, \(\phi=\) semiangle of cone, and \(b=\) semi-vertical axis of ellipsoid. From this for maximum, \(b=p\), 4 .

\footnotetext{
ca. Propeced by O. W. AlrizOII, M. 80., Profeceor of Mathomatios and Astronomy, Iow Windeor College, Ier Wiadieor, Maryland.
}

There are two lights of intensities \(m\) and \(n\). Where must a target, whose surface is parallel to the line joining the two lights, be set up in order that it shall receive the maximum illumination per unit of area?

\section*{1. Solution by the Proposer.}

If we take the point where the light with intensity \(l\) is situated as the origin of coordinates, we have readily from the principles of Optics, \(I=l y /\left(x^{2}+y^{2}\right)^{2}+m y /\left[(a-x)^{2}+y^{2}\right]^{1}, x\) and \(y\) being the coordinates of the bull's-eye.
\[
\begin{align*}
& \frac{d I}{d x}=\frac{-8 l x y}{\left(x^{2}+y^{2}\right)^{1}}+\frac{8 m(a-x) y}{\left[(a-x)^{6}+y^{2}\right]^{1}}=0 .  \tag{1}\\
& \frac{d I}{d y}=\frac{u\left(x^{8}-2 y^{8}\right)}{\left(x^{8}+y^{8}\right)^{1}}=\frac{m\left[(a-x)^{2}-2 y^{0}\right]}{\left[(a-x)^{y}+y^{8}\right]^{4}}=0 \tag{8}
\end{align*}
\]

From (1) y=0. (a),
\[
\begin{equation*}
\text { or } \frac{\left[(a-x)^{s}+y^{8}\right]^{z}}{\left[x^{s}+y^{2}\right]^{4}}=\frac{m}{l} \cdot \frac{a-x}{x} \tag{b}
\end{equation*}
\]

From (2) \(\frac{\left[(a-y)^{2}+y^{3}\right]^{4}}{\left[x^{3}+y^{3}\right]^{4}}-\frac{m}{l} \cdot \frac{(a-x)^{2}-2 y^{2}}{x^{2}-2 y^{3}}\)
From (b) and (c) \(y^{2}=x(a-x) / 2\)
From (b) \(y= \pm x^{1}(a-x)^{4} \sqrt{\frac{m^{2} x^{2}-1(a-x)^{2}}{a^{2}-x^{2}(a-x)^{2}}}\)
By (a) and ( \(d\) ) \(; x=0 ; x=a\); that is, the light themselvee moet be used, an bull't-aye. By (a) and (e) we obtain the additional condition \(x=a / /\left(k+m^{\prime \prime}\right)\), which is the point of minimum illumination on the line joining the two lighte. Other critical points will be obtained by solving (d) and (s) simultaneonsly, tack which seems to be almost impossible.

\section*{}

Let \(A, B\), be the lighta, intensities m, \(n ; E\) the oenter of the target, redius \(E D=r, A B=a, A F=x, E F=s, \angle D A B=\theta, \angle C B A=\phi\).
\(\therefore \operatorname{main} \theta / A D^{2}+n \sin \phi / B C^{n}=I\).
\[
\begin{aligned}
& \sin \theta=s / A D=s / \sqrt{s^{3}+(x+r)^{2}}, \\
& \\
& \sin \phi=s / 1^{s^{5}+(a-x+r)^{2}} . \\
& \therefore \frac{m s}{\left\{x^{4}+(x+r)^{8}\right\}^{2}}+\frac{n s}{\left\{s^{2}+(a-x+r)^{8}\right\}^{3}}=I .
\end{aligned}
\]

Differentiating with reforence to \%,
\[
\begin{equation*}
\frac{m(x+r)^{2}-2 m s^{2}}{\left\{\left\{^{3}+(x+r)^{3}\right\}^{8}\right.}+\frac{n(n-x+r)^{2}-2 n s^{2}}{\left\{x^{j}+(a-x+r)^{r}\right\}^{8}}=0 . \tag{1}
\end{equation*}
\]

Differentiating with reapect to \(t_{\text {, }}\)
\[
\begin{equation*}
\frac{n(x+r)}{\left.\left\{s^{9}+(x+r)^{2}\right\}\right|^{1}}=\frac{n(a-x+r)}{\left\{x^{8}+(a-x+r)^{8}\right\}^{1}} \tag{2}
\end{equation*}
\]

\[
\frac{m(x+r)}{\{(x+r)(a+x+8 r)\}^{*}}=\frac{n(a-x+r)}{\{(a-x+r)(2 a+3 r-x)\}^{4}}
\]
n equation of the eighth degree to find \(x\).

If \(n=0, x=0, s=\mid r \sqrt{ }\) 2.
 mencouthes.

Let \(A\) be any position of target, \(A D(=y)\) be perpendicular from \(A\) to \(B C\), - line connecting the positions of the two lighte. Let \(x\) equal part of \(B C(=c)\) soff by AD. By law of light, intenvity of light wived from \(B\) at \(A\)


Bimilerly, that received from \(C=\frac{n y}{\left[(a-x)^{0}+y^{0}\right]^{3}}\).
Then total intensity at \(A\) or \(n=m y\left(x^{4}+y^{4}\right)^{-1}+m y\left[(a-x)^{4}+y^{4}\right]^{-1}\). .. (1).
\[
\begin{equation*}
d u / d x=-8 m x y\left(x^{4}+y^{8}\right)^{-1}+8 n(a-x) y\left[(a-x)^{2}+y^{2}\right]^{-1} . \tag{2}
\end{equation*}
\]
\(/ d y=m\left(x^{4}+y^{2}\right)^{-1}-8 m^{2}\left(x^{4}+y^{8}\right)^{-4}+n\left[(a-x)^{2}\right.\)
\[
\begin{equation*}
\left.+y^{2}\right]^{-1}-8 n y^{2}\left[(n-x)^{4}+y^{2}\right]^{-4} \tag{}
\end{equation*}
\]

Hquating (8) to t, we have
\[
\begin{align*}
& y=0  \tag{4}\\
& \frac{\left[(a-x)^{2}+y^{2}\right]}{\left(x^{2}+y^{7}\right)^{3}}=\frac{n(a-x)}{m x} \tag{5}
\end{align*}
\]
wquating (8) to 0 , we bave
\[
\begin{align*}
& {\left[(n-x)^{2}+y^{2}\right]-4\left\{3 n y^{2}-n\left[(n-x)^{2}+y^{2}\right]\right\}=\left(x^{*}+y^{2}\right)^{-1}\left[n\left(x^{2}+y^{4}\right)-8 m y^{2}\right],} \\
& \quad \text { or } \frac{\left[(n-x)^{2}+y^{2}\right]}{\left(x^{2}+y^{2}\right)^{4}}=\frac{n\left[2 y^{2}-(a-x)^{2}\right]}{m\left(x^{2}-2 y^{2}\right)} \ldots \ldots \ldots \ldots \ldots . \tag{6}
\end{align*}
\]

Solving (4) and (6), \(\frac{(a-x)^{b}}{x^{4}}=\frac{-n(a-x)^{d}}{n \not a x^{2}}\), which sivea
\[
\left\{\begin{array}{l}
x=n \text { or } 0 \text { or } \frac{n}{1-\sqrt{m+n}}  \tag{7}\\
\text { and } y=0,
\end{array}\right\}
\]

From (5) and (6) \(\frac{n(a-x)}{m x}=\frac{n\left[2 y^{2}-(a-x)^{2}\right]}{m\left(x^{8}-2 y^{8}\right)}\), and \(y^{2}=\frac{x(a-x)}{2} \ldots \ldots\) (8)
Instead of finding second differential coefficients, substitute from (7) in (1), \(x=a\) and \(x=0\), make \(n=\infty . \quad x=\frac{a}{1-\sqrt[8]{n+m}}\), makes \(n=0\).

We can show that (8) does not produce any new condition for a maximum. To make \(y\) real \(x\) is not \(<0\) nor \(>a\).

If \(x=a\) or 0 , we have the values found in (7). Now for any value of \(x\) between 0 and \(a, y\) in (8) is seen to be finite, and \(n\) in (1) is also finite.

So \(x=a\) or \(x=0\) with \(y=0\), producing the only infinite values of \(n\) indicate the positions of maximum intensity of illumination to be directly in front of either light.

\section*{PROBLEMS.}
69. Propesed by M0sEs C. sTBVEIS, M. A., Departmont of Mathematios, Purdue Unfverity, Ialayte. Indiana.
\[
\text { Solve } n \frac{d^{8} y}{d x^{2}}\left(x^{8}+y^{2}\right)^{4}=\left[1+\left(\frac{d y}{d x}\right)^{2}\right]_{\text {[From Forsyth's Lifferential Equations.] }}
\]
60. Propoed by 85TZ PRATT, C. E., Aenyria, Miohigan.

To remove ( \(1 / a\) )th of the volume of a sphere of a given radius by a conical hole, whose axis is the axis of a sphere, and whose vertex is at the surface of the sphere. Required the height of the cone and the diameter of its base.

\section*{AVERAGE AND PROBABILITY.}

Cosducted by B. F. FIMEEL, Springfield, Mo. All contributions to this departmeat should be saat to him

\section*{NOTE ON PROBLEM 26.}

After carefully reading Dr. Martin's "Reply to Replies on Problem 26," we see no reason for changing our opinion respecting the solution we have been defending. We may, however, be led to agree with Dr. E. H. Moore, Dr. William
loover, and Prof. Henry Heaton, that there is no correct solution of the problem. That is to say, in 80 much as the problem is stated in the indefinite form, a solulion taking any one of the elements of a triangle of which the area is a function will lead to a correct result. But it does seem to us that this statement, while it is true in general, does not apply in this case. It was asked of us during the summer whether anyone had sent in a solution assuming the altitude as the variable. Now we think it is quite clear that a solution which assumes the altitude of the triangle as the variable can, in no way be correct, for the solution would include not only right triangles, but oblique triangles as well. The result is
\[
2 \int_{0}^{\mathfrak{f} a} t a p d p+\int_{0}^{\frac{1}{} a} d p=\hbar a^{2}, \text { where } p \text { is the altitude. }
\]

But if \(p\) is made a function of the angle at the center of the circle subtended by a side, the result will be \(\frac{a^{2}}{2 \pi}\). We think, however, that this controversy has been carried on long enough, and therefore it is desirable that it close without further discussion. Editor.

\section*{NOTE ON PROBLEM 29. \\ by henry heaton.}

When the points to which \(r\) is measured are distributed symmetrically with respect to the minor axis the different radii vectores may be arranged in pairs such that the sum of the lengths of each pair will be \(2 a\). Hence, using Dr. Hoover's notation, \(m^{\prime \prime}\) and \(m^{\prime \prime \prime}\) each equal \(a\). \(m^{\prime \prime \prime}\) may be shown to equal a by the calculus, thus :
\[
r=a-e x, d \theta=\frac{\left(a^{2}-e^{2} a^{2}\right)^{4} d x}{\left(a^{2}-x^{2}\right)^{\frac{1}{2}}} .
\]

Hence \(m^{\prime \prime \prime}=\int_{-a}^{+a} \frac{(a-e x)\left(a^{2}-e^{2} x^{2}\right)^{4} d x}{\left(a^{8}-x^{2}\right)^{1}}+\int_{-a}^{+a} \frac{\left(a^{2}-e^{2} x^{8}\right)^{4} d x}{\left(a^{8}-x^{2}\right)^{4}}\)
\[
=a \int_{-a}^{+a} \frac{\left(a^{2}-e^{2} x^{2}\right)^{\frac{1}{2}} d x}{\left(a^{2}-x^{2}\right)^{\frac{1}{4}}} \div \int_{-a}^{+a} \frac{\left(a^{2}-e^{2} x^{2}\right)^{4} d x}{a^{2}-x^{2}}=n .
\]

A fourth very obvious case of this problem is when the distances re measured at equal intervals of time.
\[
\text { 'hen } \begin{aligned}
n^{\prime \prime \prime \prime} & =\int r d A \div \int d A=\int_{0}^{\pi} \frac{r^{3}}{2} d \theta \div \int_{0}^{\pi} \frac{r^{2}}{2} d \theta \\
& =\frac{a^{2}\left(1-e^{2}\right)^{3}}{b \pi} \int_{0}^{\pi} \frac{d \theta}{(1-e \cos \theta)^{2}}=\frac{a^{2}}{2 b}\left(3\left(4+e^{2}\right)\left(1-e^{2}\right)^{4}-10\left(1-e^{2}\right)^{2}\right) .
\end{aligned}
\]

Corollary: Let \(\epsilon=0\), then \(m^{\prime \prime \prime \prime}=a\), as it evidently should.



Find the average arat of the random neotor whowe verter is a randum point in a given circle.

Let \(P\) be the random point. Through \(P\) draw the chord \(A C, D S\) forming the sector \(D P C\). From \(A\) draw the dimmeter \(A B\) and the chord \(A D\). Let \(A B=2 r, A P=\pi, \angle B A P=\varphi_{\text {, }}\) \(\angle B A D=6\), area \(D P C=\psi, \Delta=\) required sverage. Then
\[
\psi=r^{2}(\phi-\theta-\operatorname{lan} 2 \theta+\sin 2 \phi)-r \cos \theta \operatorname{tin}(\phi-6) .
\]

The limits of \(\theta\) are \(-\frac{1}{y} x\) and \(+\frac{1}{3} x ;\) of \(\varphi, \theta\) and


\(=\frac{2 r^{*}}{8 \omega^{*}} \int_{-k=}^{+k} \int_{\varphi}^{4}\left[3 \cos ^{2} \varphi(2 \varphi-2 \theta-\sin 2 \theta+\sin 2 \varphi)-8 \cos f \cos ^{2} \varphi \sin (\varphi-\theta)\right] d \theta d \varphi\)
\(=\frac{r^{2}}{12 \pi^{2}} \int_{-1 \pi^{2}}^{+15}\left(8 \pi^{2}-12 \pi \theta+\theta^{2}-16 \cos ^{2} \theta+4 \sin ^{2} \theta \cos ^{2} \theta\right) d \theta=\frac{87 \pi r^{2}}{144}-\frac{5 r^{2}}{8 \pi}\).
Atco solved by the Proprogith.



Find the average area of all ragular polygons having a conatant apothem.

Let \(a=\) constant apothem, \(2 x=\) side, \(2 t=\) central angle of polygon.
\(\therefore \frac{\pi}{d}=\) number of aides, \(\frac{\pi a x}{H}=\) area of polygon.


\[
\begin{aligned}
& =\frac{3 \vee 8 a^{2}}{2^{-}}+\frac{\pi a^{2}}{21 \cdot 8} \int_{0}^{+\pi}\left(\frac{\tan \theta}{\theta}\right)^{2} d \theta
\end{aligned}
\]
\[
\begin{aligned}
& \frac{3 / 8 a^{*}}{2}+\frac{\pi^{4} a^{8}}{6 V^{3}}\left(1+\frac{2 \pi^{2}}{81}+\frac{17 \pi^{4}}{1822 b}+\frac{62 \pi^{4}}{1607445}+\ldots \ldots\right)-8.8698 a^{*} \text { neariy } .
\end{aligned}
\]

\section*{Alow molved ty the PIOPOARE.}

F.2no pointe are taken at rundom on the circumference of a memicircle. Find the
that their ordinates full on either oide of a point taken at randon on the arser

Let \(P\) be the random point on the diameter \(A E\). Draw \(B P\) perpendicular , \(A E\). Then one point must fall somewhere, aa at \(C\), on re \(A B\), the other somewhere, as at \(D\), on arc \(B E\). The nance thus obteined must be doubled at \(D\) might fall on \(B\) and \(C\) on \(B E\).

Let \(A O=\) unity, \(\angle B O A=\theta, \angle C O A=\varphi, \angle D O A=\psi\).

Let \(p=\) required chance.

\[
\begin{array}{r}
\operatorname{ben~} p=\frac{\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\pi} \sin \theta d \theta d \phi d \psi}{\int_{0}^{\pi} \int_{0}^{\pi} \int_{0}^{\infty} \sin \theta d \theta d \varphi d \phi}=\frac{1}{\pi^{\pi}} \int_{0}^{\pi} \int_{0}^{\infty} \int_{0}^{\pi} \sin \theta d \theta d \varphi d \phi \\
\\
=\frac{1}{\pi^{2}} \int_{0}^{\pi}(\pi \theta-\theta) \sin \theta d \theta=\frac{4}{\pi^{2}} .
\end{array}
\]

\section*{PROBLFITs.}

\section*{st. Propoed by craphes E. Mriens, Garten, Ohis.}

A attends ehureh 4 dundays out of 5; B, 8 slundays out of 8; and \(\mathbf{C}, 8\) sandays out 17. What is the probability of an avent that A and B will the at church and \(\mathbf{C}\) will not:

\section*{}

In a circle whowe radius is \(n\), chorda are drawn through a point distant \(b\) from the noter. What is the average length of auch chords, (1), if a chord is drawn from every oint of the rimemeferpipes, and (2), if they ane drawn through the point at equal angular atervala ?

\section*{EDITORIALS.}

Prof. John N. Lyle, of Westminster College, has resigned his position on account of ill health, and is now living in Bentonville, Arkansas.

We shall be pleased to have our subscribers send us the names of persons likely to subscribe for the Monthly, in order that we may send such persons sample copies.

Any reader of the Monthly having a copy of Salmon's Higher Plane Curves, third edition, and wishing to sell the same, should write to us stating the price of the book.

We have only six complete sets of Volumes I and II, of the Monrzur. Volume I will be rent to any address in the United States or Canada for 82.00; Volume II will be sent on receipt of \(\mathbf{\$ 2 . 5 0}\).

Prof. Robert J. Aley, of Indiana University, is now studying mathematics in the University of Pennsylvania, having received a Mathematical Pellowship in that Institution last spring.

In our August-September number, we sent out bills to all those who are owing us. We hope that the matter of remittance may receive the attention of all those who are in arrears, as the Monthly is greatly in need of funds. All bills not paid by December 31st will be sent to an attorney for collection.

Prof. A. B. Nelson, of Centre College, Kentucky, says, in a letter of October 13th, "You deserve the thanks of mathematicians in this country for your selfsacrificing labors in behalf of our favorite science." We desire to thank Profersor Nelson as well as many others who have thus expressed their appreciation of our labor. Surely it is a labor of love.

\section*{BOOKS AND PERIODICALS.}

Elementary Solid Geometry and Mensuration. By Henry Dallas Thompson, D. Sc., Ph. D., Professor of Mathematics in Princeton University. 8vo. Cloth, 200 pages. Price, \(\$ 1.25\). New York: The Macmillan Co.

In this book, the author lays the foundation of his subject in clear cut and accurate definitions and well illustrated postulates. The diagrams are very fine, showing very accurately to the eye the relation of the points, lines, and planes. There are numerous original exercises scattered throughout the book.
B. F. F.

The Elements of Algebra. Adapted for use in High Schools, Academies, and Colleges. By Lyman Hall, Graduate United States Military Academy, and Profeseor of Mathematies, Georgia School of Technology. 8vo. Cloth and Leather Back, 368 pages. Chicago: American Book Co.

This work is intended for beginners who have mastered the principles of any good common school Arithmetic. The familiar methods of arithmetic are preserved, in order to gradually convince the student that algebra is merely an extension of the mathematical knowledge he already possesses. Preface.
B. F. F.

Trigonometry for Beginners. By the Rev. J. B. Lock, M. A., Fellow of Gonville and Caius College, Cambridge, Formerly Master at Eaton. Revised and Enlarged for the use of American Schools, by John A. Miller, A. M., Assistant Professor of Mathematics, Leland Stanford Jr. University, Professor (elect) of Mechanics and Mathematical Astronomy, Indiana University. Large 8vo. Cloth, 148 and 64 pages. Price, \$1.10.

As we have not seen the original book, we do not know just how materially Professor Miller has changed it. He tells us in his Preface that it differs from the original, chiefly in the following particulars: (1) The subject matter of Chapter VII formerly followed that of Chapters VIII and IX ; (2) the addition formulæ are proved for angles of any magnitude, and for more than two angles; (8) a chapter on Inverse Trigonometric Functions; and two chapters on Spherical Trigonometry have been added ; (4) logarithmic and trigonometric tables have been inserted. Some of the trigonometrical formulæ are very neatly established by Geometrical Proof.
B. F. F.

A School Algebra. Designed for use in High Schools and Academies. By Emerson E. White, A. M., LL. D., Author of "Series of Mathematics," "Elements of Pedagogy," "School Management," etc. 8vo. Cloth and Leather Back, 394 pages. Chicago: American Book Co.

The author's aim has been to prepare a school algebra that is pedagogically sound as well as mathematically accurate. Few educators will question Dr. White's ability to write a work pedagogically sound, but many mathematicians, upon examination of his treatment of Undetermined Coefficients, Chapter XXI., will question the mathematical accuracy of his text on algebra. His treatment of Undetermined Coefficients is that given in most algebras written during the last and present century. This demonstration is now pretty generally admitted to be incorrect, and correct demonstrations are being published in most recent works. However, upon the whole, the book is one well suited for the purpose for which it is written.
B. F. F.

Elements of Geometry. By Andrew W. Phillips, Ph. D., and Irving Fisher, Ph. D., Professors in Yale University. Large 8vo. Cloth and Leather Back, 540 pages. Price, \(\mathbf{8 1 . 7 5}\). New York: Harper \& Bros.

There are several features in this work that make it especially interesting. Of theee the most prominent are the beautiful diagrams. These are photo-engravings arranged side by side with skeleton drawings of geometrical figures. The photographs were taken from actual models recently constructed for use in the class-rooms of Yale University. In this respect the work excels anything that has yet appeared in this country. The work is characterized by clearness of presentation, both in the form of the diagrams and the natural and symmetrical methods of proof. The book closes with a short but very clear treatment of Modern Geometry. This will be helpful to those teachers who desire a knowledge of
the three kinds of Geometries. We beliese that this work is deatined to be very extensively used throughout the country.
B. F. F.

A History of Elementary Mathematics, with Hints and Methods of Teaching. By Florian Cajori, Ph. D., Professor of Physics in Colorado College. 8vo. Cloth, 304 pages. Price, \(\mathbf{\$ 1 . 5 0}\). New York: The Macmillan Co.

The book is by no means an abridged edition of the author's Hiatory of Mathematica. It is an entirely new book giving a somewhat detailed account of the rise, struggle, and progress of Arithmetic, Algebra, and Geometry. The book should be read by nll teachers of these subjects, and by mathematical students generally.
B. F. F.

The Cosmopolitan. An Illustrated Monthly Magasine. Edited by John Brisben Walker. Price, \(\mathbf{\$ 1 . 0 0}\) per year. Single numbes, 10 cents. Irvington-on-the-Hudson, New York.

The October number contains the following: A Summer Tour in the Scottish Highlands ; The Story of a Child Trainer; The Perils and Wonders of a True Desert; A Modern Fairy Tale; Hofman's Object Lesson ; Personal Recollections of the Tai-Ping Rebellion; The Modern Woman Out-of-Doors ; The True History of our Cooks; To a Hyacinth Bulb (poem).
B. F. F.

The Review of Reviews. An Interuational Illustrated Monthly Magazine. Edited by Dr. Albert Shaw. Price, \(\mathbf{\$ 2 . 5 0}\) per year. Single number, \(\mathbf{2 5}\) cents. The Review of Reviews Co., New York.

In the September and October numbers of The Rerierr if Reviern, the editor has given a remarkably fair and unprejudiced account of the progress of the present political campaign. It is a great satisfaction, after having read statements in the daily papers. which are believed to be misrepresenting, to go to The Rerime of Recirirn and get the factu there given by its able editor. The November number contains a very able article on the "Summing Up of the Vital Issues of 1888," by Rev. Dr. Lyman Ahbott. Also the question "Would Free Coinage Beneft Wage Earners?" is debated by Dr. Chas. B. Spahr and Prof. Richmond Mayo-Smith. This number also offers a remarkable sjmposium of current thought on "What Should be Done with Turkeyp" The Mostiniy suggests in answer to this question, that Turkey be given a mnterinl and substnntinl runst hy the civilized work.
B. F. F.

\section*{Errata.}

After the word, ellipses, page 181, problem 60, insert, "passing through the foci of a given ellipse and having the tangents at the ends of the major axes for directrices."

Page 205, line 1, for "鲑" read \(\frac{8}{\frac{8}{3}}\).
Page 205, line 1, for " \({ }^{3}\) " read \(\}\).
Page 205, line 12, for " \(4 a^{3}\) "' read \(2 a^{3}\).
Page 206, line 3, for "( \(5 x^{30}\) " read ( \(\left.5 x\right)^{30}\).
Page 217, line 15, for " \(y\) " read \(z\).
Throughout the solution to problem 34, Mechanics, for " \(E_{0}^{\text {r }}\) " read \(F_{\text {。 }}^{\text {" }}\)
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\section*{NUMBER AND FRACTIONS.}

By J. E. EhiwOOD, A. M., Pittsburt, Pemasyivania.
A clear understanding of what number is and what gives rise to the number idea removes all difficulty from the grasping of the fraction idea.

Number does not inhere in objects, cannot be perceived by the senses; otherwise the mere presentation of \(2,3 \ldots \ldots n\) objects to the senses would give rise to the idea of number. There is in every sound mind a measuring instinct, which, in the nature of things, is just as essential to life and progress as is memory. Both the physical and ideal worlds are full of entities-vague wholeswhich the mind must measure for the purpose of making them more definite. Measuring requires a "unit of measure." Naturally the first measurements made by a child are vague; as when he measures (counts) the chairs in a room, the marbles in his pocket, the fingers on his hand. His units of measurechair, marble, finger-are indefinite, as are the results of his processes. A later stage involves exact measurements; i. e., an exactly defined unit of measure is used. A whole (of quantity), say a piece of cloth, is to be measured-made definite in value. A yard (exactly defined as 3 feet or 36 inches) is taken as the unit and applied (say) ten times. Then ten repetitions of the unit is the nunber. Considered by itself the ten is pure number, the result of a purely mental process; it expresses the ratio of the measured quantity to the measuring unit. Applied to the unit of measure, then ten expresses the numerical value of the measured quantity-10 yards of cloth. This ten yards, it is evident, is quantity, not number. It is what arithmetics erroneously call "concrete number." In this example the pure number indicates either of two things: (a) that the unit is taken ten times, or (b) that ten parts (units) are taken one time. It answers the question "how many?" Applied to the unit, it answers the question "how much?"

The number and unit of measure together give the absolute magnitude of the quantity; the number alone gives the relative value. Hence we may say that number is the ratio of the quantity mensured to the unit of measure.

It is plain that any quantity may be used as a unit of measure. Measurement is more exact when this unit is itself made up of a definite number of equal parts-measured by some other unit, which may be called "primary" to distinguish it from the actual or direct unit of measure, which may be called "derived." Thus, if the unit of measure is three feet and it is taken ten times, we have the primary unit one foot, the derived unit three feet, and the number of derived units, ten. We have ten threes. To find the number of primary units we use multiplication, which gives thirty ones; the quantity is now more definite.

Again, in the quantity \(5 \times \$ 3\), the primary unit js \(\$ 1\), the derived (direct, actual) unit \(\$ 3\), five of which \(=15\) primary units.

The derived unit is not necessarily a multiple of the primary unit ; it may be one or more of its equal parts. Thus in \(\$ \mathbf{8}\), the primary unit is, as above, 81 , while the derived unit is \(\$ \frac{1}{2}\), the number of them five. The fraction \(\frac{1}{2}\) expresses the ratio of the measured quantity ( \(\$ f\) ) to the primary unit (81). The numera. tor shows how many derived units make up the quantity, the denominator shows the relation between the derived and primary units. It is thus seen that the fraction involves no new idea. Its notation is more complete than that of the integer in that it defines the derived unit-makes explicit what is implied in the integral notation. This appears in the processes of finding the value of 5 hats (a) at \(\$ 3\) each, (b) at \(\$ 1\) each.
\[
\begin{aligned}
& 5 \times 83=5 \times \overline{3 \times 81}=15 \times \$ 1=\$ 15 . \\
& 5 \times \$ \frac{1}{2}=5 \times \overline{\frac{1}{3} \times 81}=\frac{1}{8} \times \$ 1=8 \frac{1}{2} .
\end{aligned}
\]

The denominator 2 shows the relation between the derived unit ( \(8 \leqslant\) ) and the primary unit (\$1). In \(\$ 15\), however, there is nothing to show the relation between \(\$ 3\) and \(\$ 1\). (This is seen in \(5 \times \overline{3 \times \$ 1}\) ). In no other respect does the fraction differ from the integer. Both 15 and \(\frac{f}{\frac{1}{2}}\) express ratio to the primary unit \$1. The 15 shows the number of primary units, but not that of the derived units. The shows buth ; there are 5 derived units, primary units.

In view of these facts it appears that a correct definition of number includes that of fraction, which is simply a number whose notation gives a more complete statement of the mental processes by which number is constituted. For mathe matical purposes Newton's definition cannot be much improved: "Number is the abstract ratio of one quantity to another quantity of the same kind." Ratio being a pure abstraction, the word "abstract" should be omitted. Euler says, "Number is the ratio of one quantity to another quantity taken as unit." Drs. McLellan and Dewey define number as, "The repetition of a certain magni. tude used as the unit of measurement to equal or express the comparative value of a magnitude of the same kind.'"*

\footnotetext{
"In conclusion I wish to say that every live teacher should read "The Poyohologe of Nimmber,"
}

It is clear that \(\frac{1}{n}\) of any magnitude may be repented as a unit juat as well me \(\frac{n}{n}\) or \(\frac{8 n}{n}\); it ic equally plajn that \(\frac{m}{n}\) is at much an expremsion of ratio so is m. Hence each definition applien to fractions as well as integers.

It is neither necessary por advisuble to divide ("bresk") eingle thingt (individaals, as apples) into parts in order to get fractions. In connting the eggs in a doren (e. g.) the wee bairn is on the border of the fairyland of fractivas, though he may not be conscious of it. At any atage of his counting the reault is either integral or fractional. Five egge is integral with respect to the unit ( 1 eg ) ; it is fractional with reapect to the unity or whole (dosen)- -5 out of 12, 5 tsoeffhe. Five half-yards is just at integral as 5 yards. The ratio in each ia five. But in yards the ratio is ; the fractional ides is present, owing to the denominator, which defines the unit of measure.

\section*{GOJE TBICOIOMETRIC RBLATIONE PROVAD GFOTETREICALLY.}

\author{

}

Most trigonometric formula may be proven geometrically in an elegant manner; and moreover, the relations between the trigonometric functions may be ebown at a glance by menn of the geometric figures. The resulta are all the more intereating, too, when proven also directly from first principles. Pur this reason the following exercisel are offered.

For convenience, describe the arc \(A Y X\), and take the radius \(A C\) for the unit of messurement. Let the arc \(A X=x\) and arc \(A Y=y\). Take \(M\) at the middle of \(X Y\), and draw lines as indicated.

Then \(D Y=\sin y, H X=\sin x, E M=\sin (x+y), K Y=\) \(\sin (x-y), \quad N X=\sin x-\sin y, \quad N Y=\cos y-\cos x, \quad C E=\) \(\cos 1(x+y), C K=\cos f(x-y)\).

Now, \(H X+D Y=2 K F=2 E M \frac{K F}{E M}=2 E M-\frac{C K}{C M}=2 E M . C K\).
That is, \(\sin x+\sin y=2 \sin 1(x+y) \cos \frac{1}{}(x-y) \ldots . . . . . . . .(1)\).



\(A g{ }^{\prime}, C H+C D=2 C F=2 C E \cdot \frac{C F}{C E}=2 C E \frac{C K}{C D}=2 C E . C K\),
or cos \(x+\) cosy \(=2 \cos t(x+y) \cos t(x-y)\)
The triangles CEM and \(X N Y\) are cimilar ;
\[
\begin{array}{r}
\text { henee } \frac{N X}{N Y}=\frac{C E}{C W} \text { or } N X=2 C E \frac{I X Y}{C H}=2 C E . K \dot{Y}, \\
\text { that is, } \sin x-\sin y=\cos \frac{1}{}(x+y) \sin (x-y) \ldots \tag{8}
\end{array}
\]

Bimilarly, \(\frac{N Y}{X Y}=\frac{E M}{C M}\), or \(N Y=2 E M \frac{j X Y}{C M}=2 E M . K Y\),
\[
\begin{equation*}
\text { or } \cos x-\cos y=-2 \sin f(x+y) \operatorname{ain} t(x-y) \text {. } \tag{4}
\end{equation*}
\]

Equation (1) can be made very usoful in computing trigonometric tables, at the writer intends sabsequently to show.

Now let \(A M=x\) and \(M Y=M X=y\). Then \(A Y=x-y\) and \(A X=x+y\). We have \((C M)^{*}-(C K)^{*}=(C Y)^{*}-(C K)^{*}=(X Y)^{*} . \quad\) But \(\frac{C M}{M E}=\frac{C K}{K F}=\frac{K Y}{L Y}\).

Tberefore \((M E)^{*}-(K F)^{*}=(L Y)^{*}=(K Y)^{*}-(K L)^{2}\),
or \((K F)^{2}-(K L)^{\varepsilon}=(M E)^{*}-(K Y)^{2}\),
or \((K F+K L)(K F-K L)=(M E)^{2}-(K Y)^{2}\),
or \(\boldsymbol{H} X \times D Y=(M E)^{*}-(K Y)^{2}\).
That is, \(\sin (x+y) \sin (x-y)=\sin ^{2} x-\sin ^{2} y=\cos ^{4} y-\cos ^{2} x\)
Again, \(\frac{C M}{C E}=\frac{C K}{C F}=\frac{K Y}{K L}\).
Therefore \((C E)^{s}-(C F)^{8}=(K L)^{2}=\left(K Y^{2}\right)^{2}-(L Y)^{*}\),
or \((C F)^{8}-(L Y)^{*}=(C E)^{*}-(K Y)^{*}\).
or \((C F-L Y)(C F+L Y)=C H \times C D=(C E)^{4}-\left(K Y^{\prime}\right)^{2}\).
That in, \(\cos (x+y) \cos (x-y)=\cos ^{2} x-\sin ^{2} y=\cos ^{4} y-\sin ^{4} x\)
Let \(D C=R\) the radins of a circle. Let the angle \(C D B r=2 x\). Then \(D A B-D B A=C B E=x\).

Then we have \(\tan x=\frac{E C}{E B}\), aleo \(\tan x=\frac{B E}{A E}\).
The product of these gives, \(\tan ^{2} x=\frac{C E}{A E}\), or \(C E \times A E=(B E)^{\wedge}\),
\[
\text { or } \frac{E C}{A E}=\left(\frac{B E}{A E}\right)^{2}-\tan ^{4} x .
\]


Also, \(\frac{E C}{\overline{B E}}=\frac{\operatorname{vers} 2 x}{\sin 2 x}=\frac{1-\cos 2 x}{\sin 2 x}=\frac{\sin 2 x}{1+\cos 2 x}=\tan x\) [see above]

Then \(1+\tan ^{2} x=1+\frac{E C}{A E}=\frac{A C}{A E}=\frac{2 R}{A E}\)
\[
1-\tan ^{8} x=1-\frac{E C}{A E}=\frac{A E-E C}{A E}=\frac{A C-2 E C}{A E}=\frac{2(R-E C)}{A E} .
\]
\(\cot 2 x=\frac{D E}{B E}\) and \(\operatorname{cosec} 2 x=\frac{R}{B E} . \quad\) From these values we at once have,
\(\frac{2 \tan x}{1+\tan ^{2} x}=\frac{2 B E}{A E} \cdot \frac{A E}{2} \bar{R}=\frac{B E}{R}=\sin 2 x\)
\(\frac{2 \tan x}{1-\tan ^{2} x}=\frac{2 B E}{A E} \cdot \frac{A E}{2(R-E C)}=\frac{B E}{R-E C}=\frac{B E}{D E}=\tan 2 x\)
\(\tan ^{2} x+2 \cot 2 x \tan x=\frac{E C}{A E}+\frac{2 D E}{B E} \cdot \frac{B E}{A E}=\frac{E C+2 D E}{A E}=\frac{A E}{A E}=1\)
\(2 \operatorname{cosec} 2 x \tan x-\tan ^{2} x=\frac{2 R}{B \tilde{E}} \cdot \frac{B E}{A E}-\frac{E C}{A E}=\frac{2 R-E C}{A E}=\frac{A E}{A E}=1\)
\(\frac{1-\tan ^{2} x}{1+\tan ^{2} x}=\frac{2(R-E C)}{A E} \cdot \frac{A E}{2 R}=\frac{R-C E}{R}=\frac{E D}{R}=\cos 2 x \ldots\)
\(\operatorname{cosec} 2 x-\cot 2 x=\frac{R-E D}{B E}=\frac{E C}{B E}=\tan x=\frac{1-\cos 2 x}{\sin 2 x}=\frac{\sin 2 x}{1+\cos 2 x}\).
\(\operatorname{cosec} 2 x+\cot 2 x=\frac{R+E D}{B E}=\frac{A E}{B E}=\cot x=\frac{\sin 2 x}{1-\cos 2 x}=\frac{1+\cos 2 x}{\sin 2 x}\)
\(\frac{1+\sin 2 x-\cos 2 x}{1+\sin 2 x+\cos 2 x}=\frac{R+B E-E D}{R}+\frac{R+B E+E D}{R}=\frac{E C+B E}{A E+B E}\).
Bot \(A E=\frac{(B E)^{2}}{E C} ; \therefore \frac{C E+B E}{A E+B E}=\frac{E C+B E}{(B E)^{2}+E C+B E}\)
\[
\begin{equation*}
=\frac{E C(E C+B E)}{B E(E C+B E)}=\frac{E C}{B E}=\tan x . \tag{15}
\end{equation*}
\]

Again, \(\cos x=\frac{A B}{A B}\), aleo \(\cos x=\frac{A B}{A C}\).
Twice the product of thene gives \(2 \cos ^{2} x=\frac{2 A E}{A C}=\frac{A E}{R}\).
Also \(\cos 2 x=\frac{D E}{R} . \quad 1+\cos 2 x=\frac{D E+R}{R}=\frac{A E}{R} . \quad \therefore 1+\cos 2 x=20 \sin ^{*} x\).
\(\sin x=\frac{C B}{A C}=\frac{B C}{2 R} ;\) also \(\sin x=\frac{E C}{B C}\). Twice the product of theee gives
\(2 \sin ^{2} x=\frac{E C}{R} . \quad 1-\cos 2 x=\frac{R-E D}{R}=\frac{E C}{R} . \quad \therefore 1-0082 x=2 \sin ^{2} x\).
To prove the "Tangent Proportion," let \(A B C\) be a plene triangle, the parts being reprasented as usual. Take \(C E=C A\) and draw AEH. Draw BHK perpendicular to \(A H_{1}\) to meet \(A C\) prolonged in \(K\). Now considering the triangles \(A B C\) and \(A C E\), the sum of the engles at \(A\) and \(E\) of the one is equal to the sum of the angles at \(A\) and \(B\) of the other. Hence \(C A E+C E A=A+B\); and \(C A E=C E A=B E H=\$(A+B)\).

Also \(B A R=A-f(A+B)=(A-B)\). The angles at \(B\) and \(K\) of the triangle \(B C K\) are equal ; for \(C B K\) is the onmplement of \(B E F\) or \(A E C\), and \(B K C\) is the complement of the equal angle \(C A E\). Hence \(C K=C B=a\) and \(A K=a+b\).

Now \(\tan 3(A-B)=\frac{B H}{A H}\) and \(\tan (A+B)=\frac{H K}{A F} \quad \therefore \frac{\tan 1(A-B)}{\tan \frac{1}{}(A+B)}=\frac{B H}{B K}\)
But \(\frac{B H}{H K}=\frac{B E}{A K}=\frac{a-b}{a+b} . \therefore \frac{\tan (A-B)}{\tan ((A+B)}=\frac{a-b}{a+b}\)
From the triangle \(A B E, \frac{B E}{A B}=\frac{\sin B A E}{\sin A E C}\), or \(\frac{a-b}{c}=\frac{\sin \}(A-B)}{\sin t(A+B)} \ldots\) (2)
In the triangle \(A H K, A H=A K \cos H A K=(a+b) \cos 1(A+B)\).
In the triangle \(A B H, A H=A B c o s B . A H=r \cos (A-B)\).
Equating, we have, \(\frac{a+b}{c}=\frac{\cos t(A-B)}{\cos (A+B)}\)
Equation (3) divided by (2) also gives (1).

\section*{TWO PERPGNDICULARS TO A TRANSVERSAL.}

By JOIM I. LTLE, Ph. D., Beatoavillo, Artanaze.
Do two perpendiculars to a transversal intersect?
Both Euclid and Lobatschewsky affirm that they do not. Euclid regards the two perpendiculars as equidistant, whilst Lobatschewsky considers them as diverging.

Experience confirms the view that the distance between the perpendiculars is a constant. As long as this is the case it is evident that intersection is impossible. If the perpendiculars do not approach each other within the range of observation and experience what would anology and induction indicate? Would they not unmistakably favor the hypothesis that the perpendiculars do not intersect beyond the limits of observation and experience? Our knowledge of the here and the now, if at all accurate, must assuredly count for something elsewhere and tomorrow.

But aside from conclusions based on purely empirical data and obtained by analogical and inductive processes the assumption that a straight line that has a beginning and an end is infinite involves contradiction and is therefore absurd. One end of each perpendicular is at the transversal. If these perpendiculars intersect each of them has two ends. But two ends is the distinctive characteristic of a finite straight line.

The further assumption that the intersection takes place at a hypothetical place called "infinity" dues not remuve the difficalty in the slightest. Two ends are still attributed to the supposed infinite line.

There is in reality a new difficulty and a very serious one, for the logical law of non-contradiction is violated.

The difficulty is not that the human mind by reason of its limited powers is unable to cognize an unlimited straight line and discover what will or will not take place "at infinity," but it is that the mind by reason of the logical law of non-contradiction can not cognize a line that is at the same time both unlimited and limited.

As a result of this brief investigation we find that there are insuperable difficulties, logical, geometrical, and philosophical, in the hypothesis that two perpendiculars to a transversal intersect at a supposed place called "infinity.".

Notwithstanding these difficulties in the way of this hypothesis many analysts daily and habitually accept it. They do make the "assumption that parallel lines, extended to an infinite distance, do intersect."

Euclid flatly contradicts this hypothesis in his statement that "parallels never meet however far they may be pruduced." In favor of Euclid's statement there is nothing in logic, science or geometry known to man that conflicts with it. I understand Mr. Drummond's protest to extend not only to Euclid's assumption but also to the assumption that Euclid contradicts.

If the analysts "can not comprehend the infinite" why do they employ the symbol of the infinite so freely in their equations and decide without hesitation so many questions against the Alexandrian geometer? The analysts make large use of the symbol \(\infty\) in their equations. Do they or do they not comprehend the meaning of the symbolism employed? If they find \(\infty\) incomprehensible, can they not obtain all legitimate results by the aid of finite quantities alone?

\section*{DEVELOPMENT OF SIN \({ }^{*}\) AND COSA.}

\section*{By J. M. BAMDY, Trinity Colloge, Irinity, Dorth Carolina.}

In discussing the power of the calculus with my own students in Trinity College, I, several years ago, sprung the question "why can the trigonometric functions, sine and cosine, be developed by series?"

The calculus very readily furnished the series; but it did not expose the exponential nature of the functions.

The fact that the value of the functions can be expressed by series forced me to the conclusion that the reason existed in the nature of the functions themselves, and, therefore, they should yield this result directly.

Before proceeding to obtain the series directly from the functions, it will be necessary to produce a series involving an exponential function. The object thereafter will be to trace the law which connects sine and cosine with this exponential function.

We will develop \(\left.\left(1+\frac{1}{x}\right)^{x}\right]_{\infty}\) which gives us a simple converging series. This series can be made to express an exponential function.

Denoting \(\left.\left(1+\frac{1}{x}\right)^{x}\right]_{\infty}\) by \(e\); that is, as \(x\) increases indefinitely, the limiting value of this function \(\left.\left(1+\frac{1}{x}\right)^{x}\right]_{\infty}\) is \(e\).
\(\therefore c=1+1+\frac{1}{1.2}+\frac{1}{1.2 .3}\), etc.* From this we get
\[
\begin{align*}
& \left.e^{\theta}=\left\{\left(1+\frac{1}{x}\right)^{\prime}\right]_{\infty}\right\}^{0}=1+\theta+\frac{\theta^{\mathbf{z}}}{1.2}+\frac{\theta^{\mathbf{z}}}{1.2 .3}+\text { etc. }, \ldots \ldots \ldots \ldots . . .(1), \\
& \left.e^{\frac{1}{x}}=\left\{\left(1+\frac{1}{x}\right)^{x}\right]_{\infty}\right\}^{\frac{1}{x}}=1+\frac{1}{\infty}, \tag{2}
\end{align*}
\]

\footnotetext{
This gives \(0=2.718 \%\), the Naperian base.
}
\[
\begin{equation*}
\text { and } \log \left(1+\frac{1}{\infty}\right)=\frac{1}{\infty} \log e \tag{3}
\end{equation*}
\]

To expose the principles which connect \(\sin \theta\) and \(\cos \theta\) with the above equations, and thus show that they can be expressed by series.

By geometry, \(\cos ^{2} \theta+\sin ^{2} \theta=1\)
The first member of (4) may be expressed thus: \(\cos ^{2} \theta-\left(-\sin ^{2} 6\right)=1\). (4), therefore, becomes \(\cos ^{8} \theta-\left(-\sin ^{2} \theta\right)=1\)

Factoring first member of (5), we have,
\[
\begin{equation*}
\left(\cos \theta+\sin \theta_{1} / \overline{-1}\right)(\cos \theta-\sin \theta \sqrt{-1})=1 . \tag{6}
\end{equation*}
\]

Taking log. of (6), we have \(\log (\cos \theta+\sin \theta \vee \overline{-1})+\log \left(\cos \theta-\sin \theta V^{\prime-1}\right)=0\), or \(\log \left(\cos \theta+\sin \theta_{V} / \overline{-1}\right)=-\log \left(\cos \theta-\sin \theta_{V} \overline{-1}\right)\).

Denoting either member of (7) by \(y\), we have,
\[
\left.\begin{array}{r}
\log (\cos \theta+\sin \theta \vee \overline{\overline{-1}})=y, \\
\text { and } \log (\cos \theta-\sin \theta \vee \sqrt{-1})=-y, \tag{8}
\end{array}\right\}
\]
\(\therefore \cos \theta+\sin \theta \sqrt{-1}=10^{y}, \ldots \ldots .(9)\), and \(\cos \theta-\sin \theta_{\sqrt{\prime}} \overline{-1}=10^{-\nu}\)
Summing ( 9 ) and (10), \(2 \cos \theta=10^{\mu}+10^{-\nu}\)
By trigonometry, \(\cos ^{2}\{\theta=\{(1+\cos \theta)=\{(2+2 \cos \theta)\)
\[
\begin{equation*}
=f\left(10^{y}+2+10^{-y}\right),[\text { from (11) }] . \tag{12}
\end{equation*}
\]
and \(-\sin ^{2} y \theta=\left\{(\cos \theta-1)=\left\{(2 \cos \theta-2)=\left\{\left(10^{\prime \prime}-2+10^{-\eta}\right)\right.\right.\right.\), [from (11)]
Extracting square roots of (12) and (13),
\[
\begin{array}{r}
\cos \frac{1}{y}=10^{\frac{y}{y}}+10^{-\frac{1}{1}}, \ldots \\
\text { and } \sin y_{1}=\overline{1}=10^{\frac{y}{2}}-10^{-\frac{y}{y}} . \tag{15}
\end{array}
\]

Adding (14) and (15), \(\cos \frac{1}{2} \theta+\sin \left\{\theta_{1} / \overline{-1}=10^{4}\right.\)
Comparing (16) and (9), we see that \(\theta\) may be changed into \(\{\theta\), provided that \(y\) is changed into \(t y\). The same changes may, therefore, be made in (16): \(\ddagger \theta\) may be changed into \(\ddagger \theta\), if \(\dot{\xi} y\) is changed into \(t y\). (16), therefore, becomes
\[
\begin{equation*}
\cos \} \theta+\sin \} \theta_{V}=\overline{1}=10^{\psi} \tag{17}
\end{equation*}
\]

Repeating this change, we have, \(\cos 2 \theta+\sin \frac{\theta_{1}}{} /=1=10^{\frac{y}{2}}\)
Thus we see that \(\theta\) may be divided by any power of 2 , however great, provided \(y\) is divided by the same power.

Let, then, \(m=2^{n}\)
We then have, \(\cos \frac{1}{m} \theta+\sin \frac{1}{m} \theta_{V^{\prime}}=\overline{1}=10^{\frac{y}{m}}\)
Taking \(\log\) of (20), we have, \(\log \left(\cos \frac{1}{m} \theta+\sin \frac{1}{m} \theta \sqrt{-1}\right)=\frac{y}{m}\).
But when \(n\) in (19) becomes infinite, \(n\) becomes infinite.
\(\therefore \cos \frac{1}{m} \theta\) in the limit equals 1 , and \(\sin \frac{1}{m} \theta_{V}=1\) in the limit equals the
arc. \(\therefore\) (21) becomes \(\log \left(1+\frac{\theta}{m} v^{\prime} \overline{-1}\right)=\frac{y}{m}\)
But from (3). (22) becomes \(\frac{\theta}{m} v=1 \log e=\frac{y}{m}\), or \(y=\theta y^{\prime-\overline{1}} \log e\)
Substituting this value of \(y\) in (8), \(\log \left(\cos \theta+\sin \theta_{1}^{\prime}=\overline{1}\right)=\theta_{1}^{\prime}=\overline{-1} \log e . .(24)\),
\[
\begin{equation*}
\text { and } \log (\cos \theta-\sin \theta \sqrt{ }=1)=-\theta_{1} \neq 1 \operatorname{loge} . \tag{25}
\end{equation*}
\]

Whence \(\cos \theta+\sin \theta_{l} / \overline{-1}=e^{r-1}\).
and \(\cos \theta-\sin \theta \sqrt{-1}=e^{-0 \gamma-1}\)
Adding (26) and (27), and dividing by \(2, \cos \theta=\frac{1}{1}\left(e^{\gamma-1}+e^{-r-1}\right)\) by subtracling (27) from (26), and multiplying by \(\sqrt{ } \overline{-1}\),
\[
\begin{equation*}
\sin \theta=-\frac{1}{2}\left(e^{0 \gamma-1}-e^{-0 r-1}\right) v^{\prime} \overline{-1} . \tag{29}
\end{equation*}
\]
(28) and (29) enable \(u s\) to develop \(\cos \theta\) and \(\sin \theta\) in a series arranged according to the powers of \(\theta\). Since \((\theta \sqrt{\overline{-1}})^{2}=-\theta^{8}, \quad\left(\theta_{1}, \overline{-1}\right)^{2}=-\theta^{2} \sqrt{\prime-1}\), \(\left(\theta_{1}^{\prime} \overline{-1}\right)^{4}=\theta^{4}\), the substitution of \(\theta \sqrt{-1}\) for \(\theta\) in (1), gives
\(e^{0 r-1}=1+\theta_{1} \sqrt{-1}-\frac{\theta^{2}}{1.2}-\frac{\theta^{3} \sqrt{\overline{-1}}}{1.2 .3}+\frac{\theta^{4}}{1.2 .3 .4}+\frac{\theta^{3} \sqrt{-1}}{1.2 .3 .4 .5}\)
and \(e^{-0 \gamma-1}=1-H_{V}=1-\frac{\theta^{8}}{1.2}+\frac{6^{3} \sqrt{-1}}{1.2 .3}+\frac{\theta^{4}}{1.2 .3 .4}-\frac{\theta^{3} \sqrt{-1}}{1.2 .3 .4 .5}\)
Half the sum of (30) and (31) by (28) gives
\[
\cos \theta=1-\frac{\theta^{8}}{1.2}+\frac{\theta^{4}}{1.2 .3 .4}-\frac{\theta^{\theta}}{1.2 .3 .4 .5 . \theta^{6}}+\text { etc. }
\]
and half the difference of (30) and (31) by (29) gives
\[
\sin \theta=\theta-\frac{\theta^{8}}{1.2 .3}+\frac{\theta^{3}}{1.2 .3 .4 .5}-\text { etc. }
\]

The above are the required series. It is hoped that the law connecting \(\cos \theta\) and \(\sin \theta\) has been made plain.
(28) and (28) are Euler's results reached in a different way.

From (28) and (29) Demoivre's Theorem, which enables us to obtain the \(n\) roots of \(y^{n}+1=0\) and \(y^{n}-1=0\), is derived.

November 4, 1898.

\section*{ARITHMETIC.}

Conducted by B. F. FIIEAK, 8pringiold, Mo. All coatributions to this department should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
68. Propoed by J. 4. Canderimad, M. 8e., Professor of Mathomatices ia Curry Oniversity, Pittebure, Ponnsylvania.

I owe \(A \$ 100\) due in 2 jears, and \(\$ 200\) due in 4 years; when will the payment of \(\$ 800\) equitably discharge the debt, money being worth \(6 \%\) ?

\section*{III. Solution by the PROPOsER.}

Let \(x=\) equated time.
Now the amount of \(\$ 100\) for ( \(x-2\) ) years + the present worth of \(\$ 200\) due \((4-x)\) years hence must \(=\$ 300\).
\(100+6(x-2)=\) amount of \(\$ 100\) for \((x-2)\) years at \(6 \%\).
\(\frac{10000}{62-3 x}=\) present worth of \(\$ 200\) due \((4-x)\) years hence at \(6 \%\).
\(\therefore 100+6(x-2)+\frac{10000}{62+3 x}=300\).
\(\therefore x=3.31533+\) years \(=3\) years, 3 months, 24 days.
Proof. \(\$ 107.89=\) amount of \(\$ 100\) for 1.31533 years at \(6 \%\).
\(\$ 192.11=\) present worth of \(\$ 200\) due 0.68467 year hence at \(6 \%\).
\(\$ 107.89+\$ 192.11=\$ 300\).
Query : Will the answers prove as obtained to the solutions of this problem on page 238, Vol. III.?

\section*{64. Proposed by J. E. ELLWOOD, A. M., Prinolpal of Coliax Sobool, Pittsburs, Pennegivania.}

If 27 men in 10 days of 7 hours each for \(\$ 875\) dig a ditch 70 rods long, 25 feet wide, and 4 feet deep, how long a ditch 40 feet wide and 3 feet deep will 15 men dig in 16 days of 9 hours each for \(\$ 500\) ?
1. Solution by M. A. GRUBER, A. M., War Department, Weshington, D. C.

The following method of solution I have found to be infallible for all problems of Compound Proportion.

The first ratio (simple) has for its antecedent the quantity to be found, and for its consequent the corresponding similar quantity of the problem ; hence \(x: 70\).

We now reason as follows: Work, time, etc., as the case may be, being equal, can a longer or shorter ditch be dug-
(1). By digging it 40 feet wide than by digging it 25 feet wide? Evidently shorter; hence 25:40.
(2). By digging it 3 feet deep than by digging it 4 feet deep? Longer; hence \(4: 3\).
(3). With 15 men than with 27 men? Shorter; hence 15:27.
(4). In 16 days than in 10 days? Longer; hence \(16: 10\).
(5). By working 9 hours a day than by working 7 hours? Longer ; hence 9:7.
(6). With \(\$ 500\) than with \(\$ 375\) ? Longer ; hence \(500: 375\).

Whence, \(x: 70::\left\{\begin{array}{c}25: 40 \\ 4: 3 \\ 15: 27 \\ 16: 10 \\ 9: 7 \\ 500: 375 \quad \therefore x=88 \frac{1}{\square} .\end{array}\right.\)
Bolved with same result by P. S, BRRG and EDDWARD R. ROBBINS.
II. Solution by G. B. M. ZERR, A. M., Ph. D., Toxarkana, Arkansed-Tema.

There are two interpretations of the problem.
(1). The men are paid by the cubic foot; in this case the second lot should handle \({ }^{5} \boldsymbol{f t}=4\) as much dirt as the first lot.
\(\therefore \frac{70 \times 25 \times 4}{40 \times 3}=180=77 \frac{3}{3}\) rods length of ditch.
(2). Both ditches are dug by contract and the men are worked at their best all the time; in this case the amount received has nothing to do with the length of the ditch.
\[
\begin{aligned}
& \therefore\left\{\begin{array}{c}
27 \\
10 \\
7
\end{array}\right\}:\left\{\begin{array}{c}
70 \\
25 \\
4
\end{array}\right\}=\left\{\begin{array}{c}
15 \\
16 \\
9
\end{array}\right\}:\left\{\begin{array}{c}
x \\
40 \\
3
\end{array}\right\} . \\
& \therefore x=\frac{70 \times 25 \times 4 \times 15 \times 16 \times 9}{27 \times 10 \times 7 \times 40 \times 3}=66 \frac{3}{\text { rods }}
\end{aligned}
\]
[Nosen is obtained by maltiplying e8f by 3.]
Solved with aame reenit as in (1) by FREDERICK R. HONRY.
[IONE. There seems to be some disagreement among our contributors as to the correct polution of this problem. I, however, agree with Mr. Graber, and have used his method of molution for several yeare. For a more detalled atetement of this method the reader is referred to my Mathematioal solution Book. EDITOR.]
65. Propoed by F. P. MATZ, 8o. D., Ph. D., Profecsor of Mathematios and Aetroyomy in Irviag Colloge, Ecehaniesburs, Penmaylvania.

Bought April 4, 1894, 250 Jards of broadcloth at \(\$ 5.37\) per gard, less 12 and 10\% discount for cash payment. Sold September 5, 1894, at 15, 10, and 5\% on quoted price, the cloth; and in settlement. received a 80 -day note which I had discounted at 54\%, October 19, 1894, by the First National Bank of Baltimore, Maryland. Reckoning 6\% interest on the mowey invested in the cloth, what is the profit made?
I. Solution by P. 8. BERO, Lartmore, Iorth Datota, asd G. B. M. EBRR, A. M., Ph. D., Texarkana, Artanmeremes.
\(1.00-.12\}=.87!, 1.00-.10=.90 . \quad \therefore 1.00 \times .871 \times .90=78 \% \%\).
\(85.37 \frac{1}{4} .78 \frac{1}{4} \times 250=\$ 1058.203125=\) cost.
From April 4th to September 5th is 5 months, 1 day, at 6\%, \$1. amounts to \(\$ 1.025 t\). \(\$ 1058.203125 \times 1.025 t=\$ 1084.8336\).
\(1.00+.15=1.15,1.00+.10=1.10,1.00+.05=105 \%\).
\(1.15 \times 1.10 \times 1.05=132.825 \%\).
\(\$ 5.37\} \times 1.32825 \times 250=\$ 1784.8359375\).
From October 19th to December 8th, 50 days, at \(5 \frac{1}{2} \%, \$ 1 .=.007 \frac{8}{3}\).
\(\$ 1.00-\$ .007 \frac{1}{3} \frac{1}{6}=\$ .992 \frac{1}{2} \mathrm{t}\).
\(\$ 1784.8359375 \times .9921 \frac{1}{6}=\$ 1771.2017\).
\(\$ 1771.2017-\$ 1084.8336=\$ 686.3681\) profit.

\section*{PROBLBMS.}
69. Propeed by EDCAE B. JOEIB0I, Professor of Mathematios, Emory Colloge, Oxford, Georgia

Every man in a certain group belongs to at least one of these classes: Methodists, Democrats, Farmers. In the group there are 10 Methodists, 12 Democrats. 18 Farmers; 8 men who are Methodists and Democrats, 4 who are Democrats and Farmers, 5 who are Methodists and Farmers. Finally, there are 2 men who are at the same time Methodiats, Democrats and Farmers. Required the number of men in the group.
70. Propoced by J. A. Canderiand, M. Se., Professor of Mathematics in Ourry Valversity, Pitesbars, Pomesylvania.

A owes me \(\$ 100\) due in 2 jears, and I owe him \(\$ 200\) due in 4 jears; when can \(I\) pay him \(\$ 100\) to settle the account equitably, money being worth \(6 \%\) ?

\section*{GEOMETRY.}

\section*{}

\section*{SOLUTIONS OF PROBLEIS.}
 veraity, Athema, Oliso.

Prove that the loci of the foci of variable ellipses passing through the foci of a given ellipse and having the tangente at the ends of the major axes for directrices form a pair of circles passing through the extremities of the major axis of the fixed ellipse and having for diameters the semi-latas rectum of the fixed ellipse.

\section*{Solution by the PROPOAER.}

If the given ellipse is \(\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1\)
the equation to the required ellipse is of the form \(\frac{x^{2}}{a_{1}{ }^{2}}+\frac{(y-n)^{2}}{b_{1}^{2}}=1\)
This passing through (ac, 0), we have \(\frac{a^{2} e^{2}}{a_{1}^{2}}+\frac{n^{2}}{b_{1}^{2}}=1\)
The directrix of (2) is \(x=\frac{a_{1}}{c_{1}} \ldots\) (4), \(c_{1}\) being the eccentricity of (2), and \(x=a\).
is the tangent to the given ellipse at the extremity of its major axis. Then \(\frac{a_{1}}{c_{1}}=a\)
(6), or \(a_{1}=a e_{1}\)
(7), \(a_{1} c_{1}=a e_{1}{ }^{2}\)

Let ( \(x^{\prime}, y^{\prime}\) ) be the coordinates.of the right hand fncus of (2) in any one of its positions ; then \(a_{1} e_{1}=x^{\prime}\) (9), \(n=y^{\prime}\) (10), and by (8) and (9), \(e_{1}^{2}=\frac{x^{\prime}}{a}, 1-c_{1}^{2}=\frac{a-x^{\prime}}{a}\)

Also by (7), \(a_{1}{ }^{2}=a^{8} e_{1}^{2}=a x^{\prime}\).
\(\therefore b_{1}^{2}=a_{1}^{2}\left(1-e_{1}^{2}\right)=x^{\prime}\left(c-x^{\prime}\right)\)
(13), and (3) becomes
\(\frac{a^{2} e^{2}}{a x^{\prime}}+\frac{y^{\prime 2}}{x^{\prime}\left(a-x^{\prime}\right)}=1\)
Reducing, \(x^{\prime 2}+y^{\prime 8}-a\left(1+e^{8}\right) x^{\prime}=-a^{2} e^{2} \ldots \ldots \ldots \ldots(15)\), a circle whose center is on the axis of \(x\), passing through \((a, 0)\), and having diameter \(\frac{b^{2}}{a}\).

Also solved by G. B. M. EERR.



Let the bisectors of the angles \(A, B, O\) of a triangle intersect in \(O\) and moet the aides opponite \(A, B, C\) in \(A^{\prime}, B^{\prime}, C\). Prove that the perpendicalans form \(O\) on the ciden of the triangie \(A^{\prime} B^{\prime} C\) are \(p_{1}=\frac{\tau R}{d_{1}}, p_{2}=\frac{\tau R}{d_{2}}, p_{2}=\frac{\tau R}{d_{2}}\) where r, \(R\) are the radil of the inecribed and circumseribed cireles of the triangle \(A B C\) and \(d_{1}, d_{3}, d_{3}\) are the distances of the center of the circumseribed circle from the centers of the encribed circles.

Uaing trilinear coordinates, equation to \(C D\) is \(\alpha-\beta=0 ;\) to \(B E, \alpha-\gamma=0\).
\[
\therefore\left(\frac{2 \Delta}{a+b}, \frac{2 \Delta}{a+b}, 0\right),\left(\frac{2 \Delta}{a+c}, 0, \frac{2 \Delta}{a+c}\right)
\]
are the coordinatee of \(D, E\).
\(\therefore \beta+y-\alpha=0\), in the equation to \(D E\). The distance from \(0,(r, r, r)\) from this line is,
\[
p_{1}=\frac{r}{V^{8} a b c+2000 C-2008 A+2 c 08 B}
\]

\[
=\frac{\sqrt{\frac{8 a^{b} b+a^{2} c+b^{2} c-c^{2}-a b^{2}-a c^{2}-b^{2}+a^{2} b+b b^{2}+a^{3}}{a b c}}}{\text { abcen }}
\]
\[
=\frac{r}{\sqrt{\frac{a b c+(n+b+c)(a+b-c)(a-b+c)}{a b c}}}=\frac{r}{\sqrt{\frac{a b c+8 b(b-b)(s-c)}{a b c}}}
\]

Similarly \(p_{8}=\frac{r R}{d_{8}}, p_{s}=\frac{r R}{d_{3}}\).



Prove that two triangles are equal if they have two alden and the median of one of ethem equel, ench to ench.



Let \(A B=A^{\prime} B^{\prime}, A C=A^{\prime} C^{\prime}, B D=B^{\prime} D^{\prime} . \quad \triangle A B D=\triangle A^{\prime} B^{\prime} D^{\prime}\), beonuse all the sides are equal, each to each.

Then \(\triangle B D C=\triangle B^{\prime} D^{\prime} C^{\prime}\), having two sides and included angle of one \(=\) two sidee and included angle of the other.

\[
\therefore \triangle A B C=\triangle A^{\prime} B^{\prime} C^{\prime}
\]

Aloo molved by mpward z. conarng, M. A. GRUBER, and G. B. M. stap.

\section*{O. Datverity, Masteriph \\ A rectangular hyperbol cannot be cut from a right circular cone if the eagit at ite} wertex is lest than e right angle.

\section*{Soltaion by the Proposier.}

Let the base and the axis of the cone coincide with the ry-plane and the s-luris respectively. Then if \(c\) denote the altitude of the cone and \(\phi\) the angle which any one of ite elemente makes with the base, ite equation is
\[
\left(x^{4}+y^{9}\right) \tan ^{2} \phi=(z-c)^{4} .
\]

The equation of a plane through the \(y\)-axis and inclined at an angle \(\theta\) to the sy-plane io
\[
x=x \tan \theta \text {. }
\]

The projection on the ry-plane of the intersection of the two surfaces is
\[
\left(x^{8}+y^{4}\right) \tan ^{2} \phi=(x \tan \theta-c)^{*}=x^{8} \tan ^{8} \theta-2 \operatorname{cx} \tan \theta+c^{4} .
\]

This becomes, when referred to rectangular axes in the plane of the section, the origin and \(y\)-axis being unchanged, \(\left(x^{3} \cos ^{2} \theta+y^{2}\right) \tan ^{1} \phi=x^{4} \sin ^{2} \theta-2 a \sin \theta+c^{4}\), or \(x^{8}\left(\cos ^{8} \theta \tan ^{2} \phi-\sin ^{2} \theta\right)+y^{8} \tan ^{8} \phi+2 c \sin \theta-c^{8}=0\), which represents a rectangular hyperbols if \(\tan ^{2} \phi+\cos ^{2} \theta \tan ^{2} \phi-\sin ^{2} \theta=0\). From this equation,
\[
\sin ^{2} \theta=\frac{2 \tan ^{2} \phi}{\tan ^{2} \phi+1}=2 \sin ^{2} \phi, \text { and } \operatorname{ain} \theta= \pm v^{\prime} \overline{\sin } \phi .
\]

Since sin \(\phi\) cannot be greater than \(\frac{1}{\sqrt{2}}\), \(\$\) cannot exceed \(45^{\circ}\). Hence the angle at the vertex of the cone cannot be less than \(90^{\circ}\).

Oher eotations of thin problem will appear in moxt tenc.

\section*{PROBLEIS.}

Required: The length of a piece of carpet that is a yard wide with square ends, that oan be pieced diagonally in a room 40 foet long and 80 fent wide, the counpre of the earpet just touching the walls of the room.
 Crisege; Orioago, Ilfinde.

Suppose a circle of unit radius divided at the points \(A_{1} A_{1}, A_{8}, A_{3}, \ldots\) into \(n\) equal parts. [This division cannot in general be affected by geometry.] Tharogh \(A\) draw the diameter \(O A\) and join 0 with \(A_{1}, A_{8}, A_{3}, \ldots A_{\frac{n-1}{2}}\), wheren in impposed to be odd.

Prove that \(O A_{1}-O A_{2}+O A_{3}-O A_{4}+\ldots \pm O A_{\frac{n-1}{2}}\), every other chord being affected with the minus sign.

\section*{MECHANICS.}

Comacted by B. F. FIIETH, 8pringfild, Mo. All coatribations to this departineat should be soat to him.

\section*{SOLUTIONS OF PROBLEMS.}
86. Propeced by O. W. AIrIIOMI, M. Se., Profeccor of Mathematics, Mow Windsor Collogn, Mow Windeor, Maryland.

A vertical slit is made in the middle of the side of a rectangular box containing water. What is the time required to empty the box?
I. Bolution by G. B. M. EBRR, A. M., Ph..D., Texartana, Artancae-Tema.

Let \(a ; b, h=\) length, width, and depth of box, \(c=\) width of slit, \(m=\) coefficient of contraction, \(z=\) distance of surface of water from bottom of box, \(x=\) distance of any elemental area of slit from bottom of box.
\(\therefore\) The quantity discharged through the slit in an element of time is
\[
\begin{aligned}
Q & =\left[m c_{V} \sqrt{2 g} \int_{0}^{z} \sqrt{2-x} d x\right] d t=\frac{?}{3} m c_{1^{\prime}} \overline{2 g} z^{3} d t=a b d z . \\
\therefore t & =\frac{3 a b}{2 m c_{V} \overline{2 g}} \int_{h^{\prime}}^{h} \frac{d z}{z^{\frac{2}{2}}}=\frac{3 a b\left(1 / \bar{h}-\sqrt{h^{\prime}}\right)}{m c_{l} / \overline{2 g h h^{\prime}}}, \text { for depth }\left(h-h^{\prime}\right) .
\end{aligned}
\]

When \(h^{\prime}=0, t=\) infinity or it is impossible to absolutely empty the box.
II. Solution by the PROPOser.

Let \(x=\) distance from base of box to any point in the vertical slit below surface of water.

Let \(y=\) distance from base of box to surface of water.
The velocity of discharge for point \(x=1 / \overline{2 g(y-x)}\).
\(\therefore d F=k \sqrt{2 g(y-x)} d x\), where \(k=\) width of slit, and \(F=\) flow of water.
Whence \(F=k \sqrt{2 g} \int_{0}^{y} V \overline{y-x} d x=\frac{2 k \sqrt{2 g}}{3} y^{4}\).
Call \(V\) the volume of water in the box at any instant.
Then \(\frac{d V}{d t}=\frac{2 k \sqrt{2 g}}{3} y^{4}\). But \(V=a b y\), where \(a\) and \(b\) are the dimensions of base of box.
\[
\therefore \frac{a b d y}{d t}=\frac{2 k_{1} / \overline{2 g}}{3} y^{4} .
\]

From which \(t=\frac{3 a b}{2 k} \int_{n}^{m} y-i d y=\frac{a b}{k^{2 g} \sqrt{2 g}}\left[\frac{1}{V^{\prime} \bar{n}}-\frac{1}{V^{\prime} \bar{m}}\right], m\) and \(n\) being the depths of water at beginning and end of time of discharge.

If \(n=0\), or the box is emptied, \(t=\infty\).
If \(m=\infty, t=\frac{a b}{k \sqrt{2 g n}}\); or the time to empty a box of infinite depth to a finite depth is finite.
87. Propesed by O. W. AITHOMT, M. Se., Profescor of Mathematics and Astrozomy, Iev Windeor Cotlege, Iuw Windsor, Maryland.

A thin board, of which the elements are given, is balanced at the center but inclined at an angle. A sphere of known dimensions is put directly above the point of suspension and liberated. Find the motion of the system. That is, find (a) the time until the sphere leaves the board, ( \(b\) ) the ultimate angular velocity of the board.

Solution by willuay R00VER, A. M., Ph. D., Profescor of Mathematios and Aetronomy, Ohio Daiveraity, Athens, Ohio.

Take the horizontal line through the point making the greatest angle with the plane in its initial position as the axis of \(x\), and the axis of \(y\) vertically downward through the same point. Let \(R\) and \(T\) be the normal and tangential reactions of the plane and sphere at any time \(t\) from the commencement of motion, \(\theta\) and \(\phi\) the angles of rotation of the sphere and of the plane, \(m, k, a\) the mass, radius of gyration, and radius of the sphere, and \(r=\) the distance the sphere has moved on the plane, and \(x\) and \(y\) the coordinates of the center of the sphere.

Resolving horizontally and vertically, and taking moments about the center of the sphere,
\[
\begin{align*}
& m \frac{d^{2} x}{d t^{2}}=R \sin \phi-T \cos \phi \ldots \ldots \ldots .(1), m \frac{d^{8} g}{d t^{8}}=m g-R \cos \phi-T \sin \phi \tag{2}
\end{align*}
\]
\(x=r \cos \phi+a \sin \phi\)
(5), and \(y=r \sin \phi-a \cos \phi\)

Eliminating \(T\) from (1) and (2), \(\sin \phi \frac{d^{2} x}{d t^{2}}-\cos \phi \frac{d^{2} y}{d t^{2}}=\frac{R}{m}-g \cos \phi \ldots\) (7).
Eliminating \(T\) and \(R\) from (1), (2), and (3),
\({ }_{8} \phi \frac{d^{2} y}{d t^{2}}+\sin \phi \frac{d^{2} y}{d t^{2}}=g \sin \phi-\frac{k^{2}}{a} \frac{d^{2} \theta}{d t^{2}}\)
From (4), \(\frac{d^{2} \theta}{d t^{2}}=\frac{1}{a} \frac{d^{2} r}{d t^{2}}+\frac{d^{2} \phi}{d t^{2}}\).
irom (5) and (6), \(\frac{d^{2} x}{d t^{2}}=\cos \phi \frac{d^{2} r}{d t^{2}}-2 \sin \phi \frac{d r}{d t} \frac{d \phi}{d t}-r \cos \phi \frac{d \phi^{2}}{d t^{2}}\)
\[
\begin{equation*}
-r \sin \phi \frac{d^{2} \phi}{d t^{2}}-a \sin \phi \frac{d \phi^{y}}{d t^{2}}+a \cos \phi \frac{d^{2} \phi}{\frac{1}{t^{2}}} . \tag{10}
\end{equation*}
\]
\(\frac{l^{2} y}{d t^{2}}=\sin \phi \frac{d^{2} r}{d t^{2}}+2 \cos \phi \frac{d r}{d t} \frac{d \phi}{d t}-r \sin \phi \frac{d \phi^{2}}{d t^{2}}\)
\[
\begin{equation*}
+r \cos \phi \frac{d^{2} \phi}{d t^{2}}+a \cos \phi \frac{d \phi^{2}}{d t^{2}}+a \sin \phi \frac{d^{2} \phi}{d t^{2}} \tag{11}
\end{equation*}
\]

Eliminating \(\frac{d^{2} x}{d t^{2}}, \frac{d^{8} y}{d t^{z}}, \frac{d^{8} \phi}{d t^{8}}\) from (7) and (8),
\[
\begin{array}{r}
2 \frac{d r}{d t} \frac{d \phi}{d t}+r \frac{d^{2} \phi}{d t^{2}}+a \frac{d \phi^{2}}{d t^{2}}=g \cos \phi-\frac{R}{m} . \\
\frac{a^{2}+k^{2}}{a^{2}} \frac{d^{2} r}{d t^{2}}-r \frac{d \phi^{2}}{d t^{2}}+\frac{a^{2}+k^{2}}{a^{2}} \frac{d^{2} \phi}{d t^{2}}=g \sin \phi \ldots \ldots . \tag{13}
\end{array}
\]
12) and (13) seem to indicate that one more condition at least should be given.

\section*{PROBLEASS.}
46. Proposed by H. C. WEMTAKER, A. M., Ph. D., Profeasor of Mathematics, Manaal Training Sohool, iledelphia, Pemnayivenia.
"There was an old woman tossed up in a basket
Ninety times as high as the moon." Molher Goose.
Neglecting the resistance of the air, how long did it take the old lady to go up ?
47. Proposed by O. W. AITHOMY, M. 8e., Professor of Mathematices and Aetronomy, Mow Wiadsor Colre, Hew Windeor, Maryland.

What is the focus of the convex surface of a plano-convex lens, index \(\mu\), which will nverge parallel monochromatic rays to a given focus, the rays entering the lens on the ane side?

\section*{DIOPHANTINE ANALYSIS.}

Conducted by J. M. COLAW, Monterys, Va. All contributions to this dopartmoat should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
46. Proponod by J. I. BLLW00D, A. M., Prinaipal of Coliax Sohool, Pittsburg, Pqamarivania.

Solve the equation \(x^{3}+y^{2}=a^{2}\).
I. Solation by M. A. GRUBER, A. M., War Departmont, Whehington, D. C.

Put \(y=\frac{x\left(x-n^{2}\right)}{2 n}\). Then we readily obtain \(x^{3}+\left\{\frac{x\left(x-n^{2}\right)}{2 n}\right\}^{2}=\left\{\frac{x\left(x+n^{2}\right)}{2 n}\right\}^{8}\), which is a general formula for finding the sum of a cube aud a square equal to a square, \(x\) and \(n\) representing any values. We have also the general condition, derived from the formula, \(n x+y=a\). By taking \(n=1\), and putting \(x=\), consecutively, the natural numbers beginning with anity, we obtain a series of equations in which the consecutive values both of \(y\) and \(a\) form the series of integral num. bers the sum of any two consecutive terms of which is the square of their difference. [Problem 43, page 370, Vol. II.]
II. Solution by G. B. M. ZERR, A. M., Ph. D., Texartana, Artanear-Toxas.

Let \(y=m x\), then \(x^{3}+m^{2} x^{2}=a^{2} . \quad \therefore x+m^{2}=a^{2} / x^{2}=b^{2}, \therefore b^{2}-m^{2}=x\), where \(b\) and \(m\) can be any integers \(b>m\). We append some values.
\begin{tabular}{rrrrr}
\(b\) & \(m\) & \(x\) & \(y\) & \(a\) \\
1 & 0 & 1 & 0 & 1 \\
2 & 1 & 3 & 3 & 6 \\
3 & 2 & 5 & 10 & 15 \\
4 & 3 & 7 & 21 & 28 \\
5 & 4 & 9 & 36 & 45 \\
\(\& c\). & \(\& c\). & \(\& c\). & \(\& c\). & \(\& c\).
\end{tabular}
III. Solution by M. C. STEEEBIB, M. A., Dopartmeat of Mathematica, Purdue Vaiversity, Laytarth Iadiana.

If \(x\) be any integer and \(y=\frac{x(x-1)}{2}\), then \(x^{3}+y^{2}=\frac{x^{4}+2 x^{3}+x^{2}}{4}=a^{2}\).
\(\therefore a=\frac{x(x+1)}{2} . \quad\) If \(\begin{aligned} x & =1, \text { then } a=1 . ~ I f ~ \\ y & =0\end{aligned} \quad \begin{aligned} & =2, \text { then } a=3, \text { and } s 0 \text { on. } \\ y & =1\end{aligned}\)
IV. Solution by A. B. BELL, Box 184, Fillaboro, Illinois.

We write \(x^{3}=a^{2}-y^{2}\). From the well known form
\(m n=\left(\frac{m+n}{2}\right)^{2}-\left(\frac{m-n}{2}\right)^{2}\), if \(x^{3}=m n\), the problem is answered.

Let \(m\) and \(n\) be 4 and 2 ; or 27 and 1 ; or 9 and 3 ; etc.; then \(2^{3}+1^{8}=3^{8}\); \(+13^{8}=14^{2} ; 3^{2}+3^{2}=6^{2}\); etc.

\section*{V. Solution by H. C. Wificis, skull Rua, Weat Virginia.}
\(x^{3}=(a+y)(a-y)\). Let \(a+y=x^{2}\) and \(n-y=x\), then \(x^{2}+x=2 a\), and \(=\frac{1}{\frac{1}{2}} \pm v^{\prime} \overline{2 a+\frac{1}{t}}\). Let \(a\) be any triangular number, and from the above formula, ntegral values for \(x, a\), and \(y\) can be found.

\section*{ Me, Mow Wiadsor, Maryland.}

Let \(x=k y\). Then \(x^{2}+y^{8}=a^{2}\) becomes \(y^{2}\left\{k^{3} y+1\right\}=a^{2}\). This will be a square if \(y=k^{3}+2\). \(\therefore y=k^{3}+2\), and \(x=k\left(k^{3}+2\right)\) will be a solution, where \(k\) is any integer. If \(k=1, y=3, x=3\) and \(x^{3}+y^{2}=36\). If \(k=2, y=10, x=20\), and \(x^{2}+y^{2}=8100\), etc., etc.
VII. Solution by J. H. DRUMMOMD, Li. D., Porthad, Meize.
(A). If the problem is to be taken literally, \(y=\overline{1 \cdot n^{2}-x^{3}}\) in which \(x\) may any number whose third power \(<\) than \(a^{2}\). But this does not give exact results.
(B). If it means that \(x^{3}+y^{2}=\square\), let \(x=m y\) and we bave \(m^{3} y+i=0=\) (any) \(b^{2}\) and \(y=\left(b^{2}-1\right) / m^{2}\) and \(x=\left(b^{2}-1\right) / m^{2}\); but then \(a=b\left(b^{2}-1\right) / m^{2}\), in which \(m\) and \(b\) may be any numbers greater than unity, but the value of \(a\) depends on \(x\) and \(y\).
(C). By transposing \(x^{3}=a^{2}-y^{2}\); take \(x=a-y\), then \(x^{2}=a+y\), and \(a^{2}-2 a y+y^{2}=a+y\), and \(y=(2 a+1 \pm \sqrt{8 a+1}) / 2\). As \(y\) must be less than \(a\) to make \(x\) positive, the sign of the radical term must be negative. It is readily seen that \(a=n(n+1) / 2\) makes \(8 a+1\) a square, and by reducing we get \(y=n(n-1) / 2\) and \(x=n\), in which \(n\) may be any number.
(D). If the question means to find exact values of \(x\) and \(y\) for any valua of \(a\), I cannot solve it.
46. Propoesed by JOsur \(\operatorname{H.}\) DROMMOMD, LL. D., Portland, Maiso.

In \(x^{2}+x \sqrt{x y}=a \ldots \ldots\) (1) and \(y^{2}+y v \overline{x y}=b \ldots \ldots\) (2) find such values of \(a\) find \(b\) as will make \(x\) and \(y\) integral ; give a general solution.

\section*{1. Solution by the PROPOAER.}

Take \(y=m^{2} x\), and by combining the two equations and reducing we have, \(\frac{b}{a}(m+1)=m^{3}(m+1)\) and consequently \(m^{3}=\frac{b}{a}\).

From (1) we have \(x= \pm \sqrt{\frac{a}{m+1}} . \quad\) Take \(a=c^{2}\) and \(m+1=d^{2}\) and substitating, we have \(x=c / d\). To make this value integral, take \(c=d e\); then \(x=c_{0}\) and \(y=m^{2} x=e\left(d^{2}-1\right)^{2}\). But \(a=c^{2}\), and \(c=d x=d e . \quad \therefore a=d^{2} c^{2}\); but \(b=a m^{3}=d^{2} e^{2}\left(d^{2}-1\right)^{2}\), in which \(a\) may be any whole number \(>1\), and \(c\) any Whole number.
II. Solution by M. A. GRUBER, A. M., War Department, Wechiagton, D. C.

In order that \(\sqrt{x y}\) be integral and rational, we put \(x=r m^{2}\) and \(y=r n^{2}, r\), \(m\), and \(n\) being any integers. Whence we readily find that when \(a=r^{2} m^{2}(m+n)\) and \(b=r^{2} n^{3}(m+n), x\) and \(y\) are integral.

Now put \(r=1, m=3\), and \(n=2\), and we obtain \(x^{2}+x \sqrt{\bar{x} y}=135\) and \(y^{2}+y_{l} \overline{x y}=40\); whence \(x=9\) and \(y=4\).

Put \(r=2, m=2\), and \(n=1\); then \(x^{2}+x / \sqrt{x y}=96\) and \(y^{2}+y v^{\prime} \overline{x y}=12\); whence \(x=8\), and \(y=2\).
III. Solation by A. B. BELL, Box 184, Hulleboro, Ilinois.

The only condition to fill is to make \(x y=\square\). Take \(x=4, y=1\), and \(a=24\), \(b=3\), etc., etc.

\section*{IV. Solation by R. C. WWres, skall Run, Weat Virginia.}

Let \(m^{2}=x, n^{3}=y . \quad\) Then \(m^{2}(m+n)=a ; n^{2}(m+n)=b . \quad \therefore\) To make \(\varepsilon\) and \(y\) integral, \(a\) and \(b\) must have a common factor \((m+n)\). The remaining fac. tors will be \(m^{2}\) and \(n^{3}\). Let \(a=448, b=189\); then \(x=16, y=9 . \quad 7(64) m=4\); \(7(27) n=3\).
V. Soletion by G. B. M. EERR, A. M., Ph. D.; Toxarkank, Arkanseb-Toxia.

Let \(P=x^{4} ; Q=y^{4}\). Then \(P^{4}+P^{3} Q=\pi \ldots \ldots(1) . Q^{4}+Q^{3} P=b \ldots\) (2).

Let \(a=\left\{\frac{1}{( }\left(m^{2}+n^{2}\right)\right\}^{2}, b=\left\{\frac{3}{3}\left(m^{2}-n^{2}\right)\right\}^{2}\).
\(\therefore x= \pm \frac{\left(m^{2}+n^{2}\right)^{2}}{4 m}, y= \pm \frac{\left(m^{2}-n^{2}\right)^{2}}{4 m}\).

Let \(m=p n . \quad \therefore x= \pm \frac{n^{2}\left(p^{2}+1\right)^{2}}{4 p}, y= \pm \frac{n^{2}\left(p^{2}-1\right)^{2}}{4 p}\).
Let \(n=2 p . \quad \therefore x= \pm 2 p^{2}\left(p^{2}+1\right)^{2}, y= \pm 2 p^{2}\left(p^{2}-1\right)^{2}\).
\(\therefore a=\left\{2 p^{2}\left(p^{2}+1\right)\right\}^{3}, b=\left\{2 p^{2}\left(p^{2}-1\right)\right\}^{3}\).
 lege, Iow Windeor, Maryland

Let \(y=m^{2} x . \quad\) Then \(x^{2}(1+m)=a\), and \(x^{2} m^{2}(1+m)=b\).
\(\therefore m_{l}=\frac{b^{\frac{1}{2}}}{a^{\frac{1}{2}}} . \quad x=\frac{a^{\frac{1}{2}}}{v^{\prime}+b^{\frac{1}{4}}} ; y=\frac{b^{\mathbf{1}}}{v^{\frac{1}{4}+b^{\frac{1}{2}}}}\).
Let \(a=p^{3} ; b=q^{3}\). Then \(x=\frac{p^{2}}{v^{\prime} p+q} ; y=\frac{q^{2}}{v^{\prime} p+q}\).

Let \(p=2 r s ; q=r^{2}+t^{2} . \quad\) Then \(x=\frac{4 r^{2} s^{2}}{r+\pi} ; y=\frac{\left(r^{2}+z^{s}\right)^{2}}{r+z}\).
Let \(r=k+l^{\prime} ;=k-1\). Then \(x=\frac{2\left(k^{2}-l^{2}\right)^{*}}{k} ; y=\frac{2\left(k^{4}+l^{2}\right)^{*}}{k}\).
Let \(k=\alpha^{2}\). Then \(x=2 k^{\prime}\left(1-a^{2}\right)^{2} ; y=2 k^{t}\left(1+a^{2}\right)^{2}\).
Now \(a=p^{2}=8 r^{2} s^{3}=8\left(k^{8}-l^{2}\right)^{3}=8 k^{4}\left(1-a^{2}\right)^{2}\), and \(b=q^{9}=\left(r^{2}+s^{2}\right)^{2}=\) \(8\left(k^{2}+j^{0}\right)^{3}=8 k^{6}\left(1+a^{2}\right)^{3}\), where \(\alpha\) and \(k\) are integert.

\section*{PROBLFH18.}

Given \(x^{2}-114 t y^{2}=\boldsymbol{F}^{8}\) to find the least values of \(x\) and \(y\) in integers.

In the exprestion \(2 x^{4}-2 n x+b^{8}\), find two series of values for \(x\) in integrel terms of \(a\) and \(b\).

\section*{AVERAGE AND PROBABILITY.}


\section*{SOLUTIONS OF PBOBLDTE.}
 Ald, Nimpart.

Find the chance that the distance of two points within a qquare stull not exceed a side of the square. [From Hyerly's Integral Calenlur.]

\(a\) is one side of the equare; \(P\) and \(Q\) the two puints; \((x, y)\) the point \(P\). with \(O\) for origin; and \(r\) and \(\phi\) the polar coordinates of \(Q\), with \(P\) as origin. Then the favorable cases are
\[
4 \int_{0}^{4 n} \int_{0}^{\infty} \int_{0}^{\pi-r \tan \phi} \int_{0}^{\alpha-r o o n t} d x d y r d r d \phi=c^{4}\left(\pi-\gamma^{3}\right)
\]

All the case日 \(=a^{*}, a^{*}=a^{4}\). Therefore, \(p=\pi-1{ }^{2}\).


Let \(a=s\) side of the equare \(A B C D\), and join \(A\) with any point \(P\) within the given equare. Then as \(A P\) represents the distance and direction of the second point from the first, the ares of the rectangle \(P E C F\) represents the number of ways the two points can be taken.

Let \(A P=x, A H=x^{\prime}\), and \(\angle P A B=\theta\).
When \(x^{\prime}=a s e c \theta, P F=a-x \sin \theta, P E=a-2 \cos \theta\).
\(\therefore\) Area \(P E C F=(a-1 \sin 6)\left(a-x \cos \theta^{\prime}\right)\).
Hence the required chance is

\[
\begin{aligned}
& p_{1}=\frac{\int_{0}^{k_{0}} \int_{0}^{e_{0}}(a-x \sin (t)(a-x \cos \theta) x d \theta d x}{\int_{0}^{t+} \int_{0}^{\pi^{\prime}}(a-x \sin (\theta)(a-x \cos \theta) x d \theta d x} \\
& =\frac{8}{a^{4}} \int_{\theta}^{d=} \int_{a}^{*}(a-x \sin (f)(a-x \cos A) x d d d x \\
& =\frac{1}{4} \int_{0}^{2}(6-4 \sin \theta-4 \cos \theta+3 \sin f \cos \theta) d \theta=\pi-12 .
\end{aligned}
\]

Take a rectangle \(A B C D\), with sidea \(A B=b\), and \(B C=a\), auch that \(a\) is not greater than \(b\); and consider the chance that the proposed distance shall exceed \(b\). Let \(N\) be the number of favorable cases; then if \(a\) be increased infinitesimally, \(d N\) will be the number of new cases introduced by placing each point in turn on the differential alice along \(b\) while the other one traverses the mixtilinear area DEF.

That is, taking \(A P\) equal to \(x\),

\(d N=4\left[\int_{y+a^{5}}^{b}\left(a x-\frac{n}{2} \sqrt{b^{2}-a^{b}}-\frac{x}{2} \sqrt{b^{5}-x^{4}}\right.\right.\)
\[
\left.\left.-\frac{h^{2}}{2^{2}} \sin ^{-1} \frac{x}{b}+\frac{b^{2}}{2} \cos ^{-1} \frac{a}{b}\right) d x\right] d a
\]
\(=2\left[2 a b-a b \sqrt{b^{2}-a^{2}}-\frac{a^{2}}{3}-\frac{\pi b^{2}}{2}+b^{2} \cos ^{-1} \frac{a}{b} \cdot\right] d a ;\) and,
\(N=2\left[a^{2} b^{2}+\frac{b}{3} v^{\prime} \overline{\left(b^{8}-a^{2}\right)^{2}}-\frac{a^{4}}{1^{\frac{2}{2}}}-\frac{\pi a b^{3}}{2}+a b^{2} \cos ^{-1} \frac{a}{b}-b^{2} \sqrt{b^{2}-a^{8}}\right]+C\).

Since \(N=0\) when \(a=0, C=\frac{4 b^{4}}{8}\); and,
F
\(N=\left[a^{2} b^{2}+\frac{b}{8} V \overline{\left(b^{2}-a^{2}\right)^{5}}-\frac{a^{3}}{12}-\frac{\pi a b^{3}}{2}+a b^{2} \cos ^{-1} \frac{a}{b}-b^{3} \sqrt{b^{2}-a^{2}}+\frac{2 b^{4}}{8}\right]\).
If now \(a=b, N=b^{4}(18-\pi)\); and the whole number of cases= \(b^{4}\). Hence the chance that the proposed distance shall exceed b is \(18-\pi\); therefore, the chance that it will not exceed \(b\) is \(\pi=1\).

Let a be one side of the square, and 0 the origin. With center 0 and radius a deseribe a quadrant. Let \(P\) any point within the aquare ( \(x, y\) ) be one point, and \(Q\) be the other point. With center \(P\) and radics a describe the circle \(C\). Now \(Q\) may be anywhere within the area common to this circle and the square. The favorable cases may then be found by confining \(Q\) within the rectangle \(x y\) while \(P\) traverses the entire square, and then taking four times the result. Hence,

\(p=\frac{4}{a^{4}}\left\{\int_{0}^{\infty} \int_{\theta}^{a^{0}-y_{0}} x y d x d y+t \int_{0}^{\infty} \int_{V a^{2}-p^{e}}^{\infty}\left[x \sqrt{a^{2}-x^{2}}\right.\right.\)
\[
\left.\left.+y_{V} \sqrt{a^{3}-y^{2}}+a^{2} \sin ^{-1} \frac{x}{a}-a^{2} \cos ^{-1} \frac{y}{a}\right] d x d y\right\}=\pi-1 / .
\]

This problem affords a splendid test of the correctness of the general value for any convex ares as demonstrated in problem 25, page 8s1, Saptember-October Montily.

Let \(A K, A L=p, \angle L A B=\theta, E F, G B=C\).
For \(E F, C=a \sec \theta\); the limits of \(p\) are \(a \sin \theta\) to \(a \cos \theta\).
For \(G H, C=p s e c f\) cosecf; the limits of \(p\) are asin \(\theta \cos \theta\) to asing. The limits of \(\theta\) are 0 to \(t \pi\).

From problem 25,

\[
\begin{aligned}
& \Delta=\frac{1}{3 A^{3}} \iint\left(C^{3}-8 a^{2} C+2 a^{2}\right) d \theta d p \\
& \therefore \Delta=\frac{8}{8 a^{4}} \int_{0}^{d z} \int_{\text {anden }}^{\operatorname{arcman}}\left(p^{2} \sec ^{3} \operatorname{cosec}^{2} \theta-8 a^{2} p \sec \theta \operatorname{cosec} \theta+2 a^{2}\right) d \theta d p
\end{aligned}
\]
\[
+\frac{4}{8 a^{4}} \int_{0}^{4+} \int_{\text {astr }}^{\operatorname{aocom}}\left(a^{2} \mathrm{sec}^{3} \theta-3 a^{2} \sec \theta+2 a^{3}\right) d \theta d p
\]
\(\Delta=\int_{0}^{d-2}\left(\tan \theta \sec ^{2} \theta-8 \sin \theta \cos \theta-6 \tan \theta+8 \sin \theta\right) d \theta\)
\[
\begin{aligned}
& \quad+\frac{1}{4} \int_{0}^{d x}\left(\sec ^{2} \theta-\tan \theta \sec ^{2} \theta-8+3 \tan \theta+2 \cos \theta-2 \sin \theta\right) d \theta . \\
& \therefore \Delta=y-\pi . \quad p=1-\Delta=\pi-y=\text { required chance. }
\end{aligned}
\]

\section*{FROBLRME.}

\section*{}

What ia the average length of all the chords that may be drawn from one extremity of the major axia of an ellipee if they are drawn at equal angular intervale \(\boldsymbol{f}\)

At the end of the fifth inning the base ball ecore stands 7 to 9 . What it the probebilts of winning for either team?
 Amanytreain.

Four men atarting from random points on the circumference of a circular fleld and traveling ant different rateb, teke random straight coursea neross it; find the chance that at least two of then will meet.

\section*{MISCELLANEOUS.}


\section*{SOLUTIONS OF PROBLEMS.}

In latitude \(42^{\circ} 30^{\prime}\) north \(二 \lambda\), at what angle with the brison will the suto rise, ite declination \(=22^{\circ}\) north \(=\delta\) ?
I. selution by the Propogse.

Let \(B A\) be a portion of the equator, \(C A=\delta\), a portion of a meridian paseing through the sun at \(C\) when rising, and describing a smallcircle arc \(C E\), parallel with \(B A\), and let \(B C\) be portion of the horizon. Then the anglea \(E C A\), and \(B A C\), each \(-90^{\circ}\), because meridians cut the equator and circles of declination at right angles. Now \(C B A-90^{\prime}-\lambda\), then \(\sin B C A=\sin \lambda\) sec \(\delta=x \cos R C E . \quad \therefore B C E=43^{\wedge} 13^{\prime} 37^{\prime \prime}=\) required angle.


Let \(x^{1}+s^{2}=R^{2} \ldots \ldots \ldots \ldots .\). (1) be the equation to the horison. Then, \(\operatorname{seog} \lambda+y \sin \lambda=\) Rsind . . . . . . . . . . . . . (2) is the equation to the plane of the sun's path. (1) and (2) intersect in the pointa
\[
x=\frac{R \sin \delta}{\cos \lambda}, y=0, z= \pm \frac{R}{\cos \lambda}, \cdot \overline{\cos i \lambda-\sin ^{2} \delta}
\]

The equation for the tangent plape for a positive is,
\[
x \sin \delta+2 \sqrt{\cos ^{8} \lambda-\sin ^{2} \delta}=R \cos \lambda
\]
\(\therefore\) We mast find the angle \(\phi\) between the two lines in space,
\[
\begin{align*}
& \left.\begin{array}{r}
\sin \delta+z_{1} / \overline{\cos ^{8} \lambda-\sin ^{8} \delta}=R \cos \lambda \\
\operatorname{coc} \lambda+y \sin \lambda=R \sin \delta
\end{array}\right\} \ldots \ldots . . . . . . .(8), \\
& \left.\begin{array}{rl}
\sin \delta+x_{y} \overline{\cos ^{9} \lambda-\sin ^{2} \delta} & =R \cos \lambda \\
y & =0
\end{array}\right\} \tag{4}
\end{align*}
\]

Let \(s=\frac{\sin \delta}{v^{-} \cos ^{8} \lambda-\sin ^{2} \delta}, t=\cot \lambda\).
Then \(\cos \phi=\frac{1+s^{2}}{V\left(1+s^{2}\right)\left(1+s^{2}+t^{2}\right)}=\sqrt{\frac{1+s^{2}}{1+s^{2}+t^{2}}} . \quad \therefore \cos \phi=\frac{\sin \lambda}{\cos \delta}\).
. . \(4=48^{\circ} 18^{\prime} 37^{\prime \prime}\).

Let \(H 0\) reprement the horizon, \(Z\) the zenith of the place of obeervation, \(E Q\) the equator, \(P\) the north pole, \(D L\) the diumal circle of the aun, and \(S\) the position of the sun at riaing. In the quadrantal spherical triangle \(2 P S\), we have \(Z S=90^{\circ}, Z P=90^{\circ}-\lambda, P S=90^{\circ}-\delta\).

We find cooZSP =ainג / coso, but \(\angle Z S P\) is equal to the angle which a tangent at \(S\) of the circle DSL, makes with the horizod.
\(\therefore \cos x=\frac{\sin \lambda}{\cos \delta^{\prime}}\) denoting by \(z\) the required an-

y). For the given concrete values we find \(x=43^{\circ} 14^{\prime}\).

 fiven in the pablished molutiong acema to an to be the correct one.]

\section*{89. Proposed by 8ETR PRATT, C. E., Aeayria, Miehigan.}

The pendulum of a clock which gains 6 seconds in 1 hour and 18 minute, makes 0000 vibrations in 1 hour and \(9 / / 2\) minutes. What is the length of the pendulum? And what length should it have to keep true time?
I. Solution by G. B. M. ZRRR, A. M., Ph. D., Texarkana, Artanmer-Tasis.

Regarding 1 hour, 13 minutes and 1 hour, \(9 \frac{1}{2}\) minutes as registered by a clock keeping correct time, \(g=32.16, \pi=3.1416, t=\pi l /(l / g)\). Then 1 hour, \(9 \frac{1}{2}\) minutes \(=4170\) seconds.
\[
\therefore t=\left\{678=\frac{14}{8} \frac{g}{f}=\pi \sqrt{\frac{l}{g}} . \quad \therefore l=\frac{(139)^{2} g}{(200 \pi)^{2}}=1.57393 \mathrm{ft} .=18.88716\right. \text { inches. }
\]

1 hour, 13 minutes \(=4380\) seconds.
\(\frac{4380 \times 200}{139}=\) number of vibrations in 1 hour, 13 seconds.
\(\therefore \frac{4380 \times 200}{139}=4386\) seconds.
\(\therefore t^{\prime}=\frac{4386 \times 139}{4880 \times 200}=\frac{731 \times 139}{730 \times 200}=\pi \sqrt{\frac{l^{\prime}}{g}}\).
\(\therefore l^{\prime}=\frac{(731 \times 139)^{2} g}{(730 \times 200 \pi)^{2}}=1.578243\) feet.
\(\therefore l^{\prime}=18.93892\) inches \(=\) length to keep true time.
II. Solution by E. W. MORRELL, Professor of Mathematiea in Montpolier Seminary, Moatpelier, Vermont.

1 hour and \(9 \frac{1}{2}\) minutes \(=4170\) seconds. 4170 seconds \(\div 6000=.695 \mathrm{sec}\) onds, the time of one vibration. From Mechanics \(l=t^{2} g / \pi^{2}\), whence \(l=18.886\) inches, the length of the pendulum. Again, 1 hour and 13 minutes \(=4380 \mathrm{sec}\) onds. \(4380 \div .695=876 / .139=\) number of vibrations in 1 hour and 13 minuter. As the pendulum gains 6 seconds in that time, \(6 \div(876 / .139)=.834 / 876=\) .0095 , the time in seconds gained in one vibration.
\(\therefore .695\) seconds +.0095 seconds \(=.69595\) seconds, the time of vibrations of pendulum to keep correct time. Hence by substitutions in the abuve formula \(l=18.9379\) inches, the length of pendulum to keep true time.
[Norm.-The reaults sent in with the problem by the Proposer were, 18.808s+ inches, and for true time .00006 + Inches longer. Prof. P. 8. Berg in his solution obtalned for length of pendulum 18.6 inches, and 28.83 inches as the length to keep true time. Ediron.]

\section*{PROBLEMS.}

\section*{40. Proposod by J. 8CHBFFBR, A. M., Bageratown, Maryland.}

Give a general proof that the centre of gravity, or centroid, determines that point from which the sum of the distances to all other points of a given area is the minimum.
60. Propeacel by J. E. ELLTOOD, A. M., Principal of Colfax Sohool, Pitteburs, Penneylvenia,

Describe and compute the actual path traversed by the moon in July and August, 1896, taking into account the motion of the earth around the sun.

\section*{61. Propened by F. M. sEIMELD8, Coopwood, Misaicalppl.}

A stock dealer traveled from his home \(H\), due north across a lake \(L 40\) miles wide to a city, and bought 156 horses and 177 mules for \(\$ 23831\); he then traveled farther due north to \(A\), and bought at same price 468 horses and 235 mules for \(\$ 52245\); he then traveled from \(A\) due west 180 miles to \(B\), and bought 120 cows; he then traveled due north to \(C\), and bought 250 sheep; he then traveled from \(C\) due east 830 miles to \(D\), and bought 800 goats,-paying 1-4 as much for cows as horses, and 1-9 as much for sheep as mules, and 1-2 as much for goats as sheep; at \(D\) he turned and traveled in a straight line to the city, a distance equal to the sum of the entire distance he traveled due north from his home \(\boldsymbol{H}\); he sold all his stock at a profit of 20\%. How far did he travel from his home \(H\) the entire trip around and back to the city? What was the cost of each head of stock, and what was the entire gain?

\section*{68. Proposed by I. J. Wireback, M. D.. 8t. Poterabarg, Peanaylvania.}

What is the volume of a segment of a right cone, whose diameter is 8 inches and perpendicular 9 inches? The section being parallel with the perpendicular of the cone and includes 1-4 of its circumference at the base.

\section*{NOTES.}

NOTE ON ARTICLE IN AUGUST-SEPTEMBER NUMBER, VOL III. BY WABREN HOLDEN.
Referring to the demonstration on page 207. (current volume) without disputing the conclusion, allow me to submit the following considerations:

In Algebra, when zero is a factor in any term, the product is zero. Accordingly \(0 \times \infty=0\). In the course of the demonstration appears the expression \(\frac{0 \times 1}{0}=\frac{0}{0}\), or the denominators being equal, \(0 \times 1=0\). Would this result affect the conclusion in any way?

\section*{NOTE ON ELIMINATION.}

BY J. C. CORBIN, PINE BLUFF, ARKANBAS.
The operation of elimination by addition and subtraction may often be shortened. by the process and rule given below:
I. \(5 x+7 y=43\).
\(11 x+9 y=69\).
To eliminate \(y . \quad(9 \times 5-7 \times 11) x=9 \times 43-7 \times 69\). \(\because x=3\).
To eliminate \(x\). \((11 \times 7-5 \times 9) y=11 \times 43-5 \times 69 . \quad \because y=4\).
II. \(21 x+20 y=165\).
\[
77 x-30 y=295
\]

To eliminate \(x\). \((3 \times 21+2 \times 77) y=3 \times 165+2 \times 295 . \quad \because y=5\).
To eliminate \(y\). \((11 \times 20+3 \times 30) x=11 \times 165-3 \times 295\).
This is, substantially, the Determinant method; but it is derived from the ordinary algebraic process by omitting all unessential work, The rule is: The difference (sum) of the products containing \(x(y)\) is equal to the difference (sum) of the numerical products.

\section*{EDITORIALS.}

A few complete sets of Vol. I. and Vol. II. are still left. We will send Vol. I. to any address in the United States for \(\mathbf{\$ 2}\)., and Vul. II. for \(\mathbf{\$ 2 . 5 0}\). Send in your order at once.

Prof. J. A. Calderhead, of Curry University, Pittsburg. Pennsylvania, sent in \$3. as his subscription to the Monthly for 1896. We are very thankful for the material encouragement the friends of the Monthly are giving it.

A conference of the American Mathematical Society will convene in room 35 of Ryerson Physical Laboratory of the University of Chicago, at 10 o'clock, Thursday forenoon, December 31, 1896. It is expected that the conference will have three or four sessions and will adjourn on Friday, January 1, 1897. During the sessions of this conference some very important subjects will be discussed. Let every one interested in Mathematics attend this conference.

\section*{BOOKS AND PERIODICALS.}

The Elements of Plane Geonietry. By Charles A. Hobbs, A. M., Mathematical Master.in the Volkmann School, Boston, Mass. 8vo. Cloth and Leather Back, 240 pages. Price, 75 cents. New York: A. Lovell \& Co.

In this book the author has taken what seems to him to be a middle ground between the method of the students' following set demonstrations of a number of propositions and that of the students' producing all the argument in the course of a demonstration from original resources. There are 720 original propositions throughout the book besides many numerical exercises. The book is worthy the recognition of teachers.
B. F. B.

Number and Its Algebra: A Syllabus of Lectures on the Theory of Number and Its Algebra Introductory to a Course in Algebra. By Arthur Lefevre, C. E., Instructor in Pure Mathematics, University of Texas. 8vo. Cloth, 230 pages. Boston: D. C. Heath \& Co.

From only a cursory examination of this book we can say that it occupies a unique place in the literature of Mathematics. A careful reading of its contents by teachers will make the concept of numbers clear, and place their npplications and the teaching of them on a solid foundation.
B. F, F.

A Primer of the Calculus. By E. Sherman Gould, Member of American Society of Civil Engineers. 16mo. Boards, 92 pages. Price, 50 cents. New York: D. Van Nostrand Co.

This little work is a development of the infinitesimal Calculus as far as the first differentials of algebraic functions of one independent variable and their corresponding integrals. Its size permits it to be carried about in the coat pocket and thus the self-taught may have at his command a work which he may read and study during his leisure.
B. F. F.

Elements of the Differential Calculus. By Edgar W. Bass, Professor of Mathematics in the United States Military Academy. 12mo. Cluth, 354 pages. New York: John Wiley \& Sons.

The author says: "This text-book has been prepared for the use of the cadets of the Onited States Military Academy who begin the subject with a knowledge of the elements of Algebra, Geometry, and Trigonometry which ranges from fair to excellent. My experience leads me to the belief that the more rigorous and comprehensive method of infinitesimals is suitable only for a treatise and not for a text-book intended for beginners."

The author has, therefore, laid the foundation of his book on the methods of limits -the most accurate and simple of all the methods of presentation. One among the many commendable features of the book is the numerous, beautiful, and accurate diagrams used to aid in establishing the various principles upon which the Calculus is based. In this respect, it will appeal most favorably to the beginner. The book is one I most heartily recommend, and it is to be hoped that the author will follow it up by an equally good work on the Integral Calculus.
B. F. F.

Iist of Transitive Substitution Groups of Degree Twelve. By G. A. Miller, Ph. D., Göttingen, Germany. Extracted from The Quarterly Journal of Pure and Applied Mathematics, No. 111, 1896, pages 193-284:

Dr. Miller has given the subject of Substitution a great deal of study and he has written a number of articles on it. These various articles may be found in the leading Mathematical Journals of America and Europe. Those who are interested in this subject will find this article very helpful.
B. F. F.

The Criterion for Two-Term Prismoidal Formulas. By Dr. George Bruce Halsted. Pamphlet, 14 pages.

This interesting and valuable paper was presented to the Texas Academy of Science at its meeting, April 5, 1880. It contains many historical references and gives a pretty full history of the development of that interesting formula. Write to Dr. Halsted for a copy.
B. F. F.

Projective Groups of Perspective Collineations in the Plane Treated Synthetically. Pamphlet, 34 pages.

A dissertation presented to the Faculty of the University of Kansas by Arnold Emech to attain the degree of Doctor of Philosophy.
B. F. F.

The Outlook Illustrated Monthly Magazine, Number for October. Price, 10 cents. The Outlook Co., 13 Astor Place, New York.

This number contains a full accouut of Princeton's 150th Anniversary, by Henry Van Dyke, with pictures; The Boys' Republic, by Washington Gladden, with twelve pictures; William Morris: A Poet's Workshop, by R. F. Zueblin, with five pictures ; The Founder of the Y. M. C. A., by Lord Kinnaird, with nine pictures.
B. F. F.

Popular Astronomy. Edited by W. W.. Payne and H. C. Wilson, Goodsell Observatory of Carlton College, Northfield, Minnesota.

The November number contains the following: The Teaching of Descriptive Astronomy ; Sketch of Astronomical Work at Munich; Biography of Prof. H. A. Newton, New York Evening Post; The Theory of Probability-An Historical Sketch; The Moon; The Constitution and Function of Gases ; The Twilight ; The Fixed Stars; The Planets and Constellations for October; Variable Stars.
B. F. F.

Prace Matematyczen-Fizyczne. Wydawane. Przez S. Dicksteina, Warsaw, Russia.

The Mathematical Gazette. Edited by F. S. Macauley, St. Paul's School, West Kensington, W. London, England. Price, 3s. per year.

The Gazette ainis at satisfying a want felt by many students for a Journal of Elementary Mathematics and is especially intended to be useful to teachers. B. F. F.

The Cosmopolitan. An International Illustrated Monthly Magaxine. Edited by John Brisben Walker. Price, \(\$ 1.00\) per year in advance. Single number, 10 cents. Irvington-on-the-Hudson.

The Review of Reviews. An International Illustrated Monthly Magacine. Edited by Dr. Albert Shaw. Price, \(\mathbf{\$ 2 . 5 0}\) per year. Single number, 25 cents. The Review of Reviews Co., New York.

\section*{Errata in October Number.}

Page 246, line 3, for " \(5^{n+1}\) " read \(5^{n-1}\).
Page 246, line 14, insert + before last term of (1).
Page 246, line 15, for " \(4^{\frac{n-1}{3}} .5\) " read \(4^{\frac{n-2}{2}} .5\).
Page 246, line 19, insert + before last term in (2).
Page 247, line 12, for " \(4626 x^{3}\) " read \(4626 x^{5}\), and for " \(x\) " read + .
Page 248, line 9, complete parenthesis after numerator of next to last term.
Page 250, problem 72 should read \(2 \sqrt{2} \overline{2+1 / \overline{3}} /\left(4+\sqrt{ } 6-V^{\prime} 2\right)\).
Page 2b1, line 7 from bottom, for " \((-x)\) " read ( \(-a\) ).
Page 252, 1. 20, read \(R=\left[F\left(C^{2}-4 A B\right)+A E^{2}+B D^{2}-C D^{2}\right] /\left(4 A B-C^{2}\right)\).
Page 252, line 2 from bottom, reverse last mark of parenthesis after \(F\).
Page 253, line 5, for " \(\left(E m^{2}-2 k\right)\) " read ( \(\left.E m^{2}-2 k\right) y\).
Page 254, line 2, second \(=\) should be + .
Page 255, line 14, for " \(n=\)," etc. read \(u\).
Page 255, line 18, for "(3)"' read (2).
Page 256, line 1, in denominator, for " \(\sqrt[z]{m+n}\) " read \(\sqrt[z]{\overline{n+m}}\).

\title{
THE AMERICAN MATHEMATICAL MONTHLY.
}

Fintered at the Pont-ofice at EpFingield, Minsouri, as Becond-olass Mall Mattor.

No. 12.

\title{
LIE'S VIISWS ON SEVERAL IMPORTANT POINTS IN MODERN MATHEMATICS.
}

By G. A. MINLER, Ph. D., Gotiongen, Germany.

It is generally admitted that America has contributed comparatively little lowards the advancement of the science of mathematics. During the last twenty years there has been a rapidly increasing progress in this direction. Several European countries have also moved forward at a rapid rate during this perjod, so that our relative position is not improving as rapidly as might be desired.

The standard of general scholarship required for the higher degrees at our better institutions is comparatively high but the number of important discoveries does not yet correspond to this standard. In fact, the two are not apt to advance very far together, for the field of mathematics is so extensive that most are compelled to choose between a superficial acquaintance. with the whole range of mathematical research and an exhaustive knowledge of only a few subjects.

In view of these facts it is natural that there should be many who strive to lead American mathematical talent to those newer regions which seem to offer the most fruitful fields of investigation. While there is a great difference of opinion with respect to these regions yet the most successful investigators are in the best possible position to judge in regard to them.

The view expressed by Klein during last year, in his address on Arithmetizing Mathematics, that Lie in Leipzig, Germany, and Poincare in Paris, France, are the two most active mathematical investigators of the present day, is quite. generally held. The following translation of a part of the introductory remarks of an article* published during last year by the former of these may therefore be

\footnotetext{
- Berichte der Koenigl. Saechs. Gesellechaft, 1805.
}
- of considerable interest, as it contains the views of the author in regard to several important points in mathematics, especially in regard to the most important newer regions.
"In this century the concepts known as substitution and substitation group, transformation and transformation group, operation and operation group, invariant, differential invariant, and differential parameter, appear continually mure clearly as the most important concepts of mathematics. While the carve as the representation of a function of a single variable has been the most important object of mathematical investigation for nearly two centuries from Descartes, while on the other hand, the concept of transformation first appeared in this century as an expedient in the study of curves and surfaces, there has gradually doveloped in the last decades a general theory of transformations whose elements are presented by the transformation itself while the series of transformations, in particular the transformation groups, constitute the object.

The general theory of transformations is a branch of analysis in the sense that it can be developed by purely analytic methods. It has however the material geometrical property that its operations are not only conceivable but directly intuitive to a large extent.

If we consider that the difference between the analytic and the synthetic methods exists in the fact that the synthesist reasons with concepts while the analyst operates with symbols, according to fixed rules, we may see an important property of the theory of transformations in this that its theorems can be developed in an elegant analytic as well as in a perspicuous even intuitively clear manner. It is due to this fact that the theory of transformations is considerably simpler than the theory of substitutions.

It should be added that different branches of mathematics have contribated to the development of the theory of transfurmations and that many parts of mathematics have already been considerably advanced by means of this theory.

The theory of differential equations is the most important branch of mathematics. Each department of physics presents problems which depend upon the integration of differential equations. In general, the theory of differential equations involves the road towards the explanation of all natural phenomena which require time. While this theory has an infinite practical value it has also a corresponding theoretic importance since it leads in a rational manner to the study of new important functions and classes of functions."

\section*{NUMBER, COUNTING, MEASUREMENT.}

\author{
By Geozez brdes malstid, M. A. (Prineoton), Ph. D. (Johas Hoplina), Profoceor of Mathematios in the Oniveraity of Terse, Austia, Teris.
}

Counting is essentially prior to measuring, but also the primary number concept is essentially prior to counting and necessary to explain the meaning, cause and aim of counting. It is here maintained that integral number had not a metric origin, nor was metric in its original purpose ; that integral number did not involve the idea of ratio, that in fact it was enormously simpler than that very delicate concept, ratio. Number is primarily a quality of an artificial individual. The stress laid upon it, the importance attached to this quality comes first from the advantage of being able to identify one of these artificial individuals. By artificial is meant "of human make." The characteristic of these artificial individuals is that each, though made an individual, is conceived as consisting of other individuals.

The primitive function of number is to serve the purposes of identification. But again, counting, which consists in associating with each primitive individual in an artificial individual a distinct primitive individual in a familiar artificial individual, is thus itself essentially the identification, by a one-to-one correspondence, of an unfamiliar with a familiar thing. Thus primitive counting decides which of the familiar groups of fingers is to have its numeric quality attached to the unfamiliar group counted.

This primitive use of number in defining by identification is illustrated by an ordinary pack of playing cards, where the identification of King, Queen, and Knave is not more clearly qualitative and opposed to every mode of measurement than is the identification of ace, deuce, and tray ; and indeed that the King outvalues the Knave has more to do with measurement than the fact that the ace outvalues the tray.

Counting implies first a known series of groups, mental wholes each made up of distinct wholes ; secondly an unfamiliar mental whole ; thirdly the identification of the unfamiliar group by its one-to-one correspondence with a familiar group of the known series.

Absolutely no idea of a unit, of measurement, of amount, of value or even of equality is necessarily involved or indeed ordinarily used. One counts when one wishes to find out whether the same group of horses has been driven back at night that were taken out in the morning ; where counting is a process of identification which it would seem intentionally humorous or comical to try to connect fundamentally with any idea of a unit of reference or of some value to be ascertained, or of the setting off of a horse as a sample unit of value and then equating the total value to the number of such units. Such an argumentum in circulo may perhaps be funny, but it is neither fact nor mathematics. Mathematics afterwards defines numerical equality by means of one-to-one correspondence,
which is absolutely distinct and away apart from the idea of ratio. We may say with perfect certainty that there is no implicit presence of the ratio idea in primitive number.

From the contemplation of the primitive individual in relation to the artificial individual spring the related ideas "one" and "many." An individual thought of in contrast to "a many" as not-many gives the idea of "a one." A many composed of "a one" and another "one" is characterized as "two." A many composed of " \(a\) one" and the special many " \(a\) two" is characterized as "three." And so on ; at first absolutely without counting, in fact before the invention of that patent process of identification now called counting. For a considerable period of its early life every child uses a number system consisting of only three terme, one, troo, many, and no counting. As datum may be taken a psychical continuum, and distinctness may be found the outcome of a process of differentiation ; but what may be spoken of as the physically originated primitive individuals, however complete in their distinctness, have no numeric suggestion or quality. The intuitive but creative apperception and synthesis of a manifold must precede its conscious analysis which alone gives number. It is only to conceptual unities that the numeric quality pertains. Such conceptual unities are of human make and in a sense are not in nature, while on the other hand, though the world we consciously perceive is out and out a mental phenomenon, yet the primitive individuals, distinct things, while forming part of the artificial unities, exist in another way, in that they are subsisting somehow in nature as well as in conscious perception.

In reference to these fundamental matters some strange blunders have been made of late by eminent philosophers and teachers, not mathematicians.

The number-picture of a group is a selective photograph of the grime, which takes or represents only one quality of the group, but takes that and once.

This picture process only applies primarily to those particular articity wholes which may be called discrete aggregates. But the overwhelming impoit ance of the number-picture, primarily as a means of identification, led, after comturies of its use, to a human invention as clearly a device of man for himself asis the telephone. This was a device for making a primitive individual thinkeble as a recognizable and recoverable artificial.individual of the kind having nameric quality. This recondite device is measurement. Measurement is an artifice for making a primitive individual conceivable as an artificial individual of the group kind, and so having a number picture. The height of a horse, by use af the unit "a hand," is thinkable as a discrete aggregate and so has a number-picture identifiable by comparison with the standard set of pictures, that is by counting, as say 16.

In Euclid's wonderful Fifth Book a ratio is never a number. Newton, with the purpose of taking in the so-called surds or irrationals of arithmetic and algebra, assumed a ratio to be a number. Any continuity in his number-system comes then from the continuity in the magnitude whose ratio to a chosen unit for
\(t\) magnitude is taken. He never geve any arithmetical or algebraic proof of continuity of any number-syatem.
Aution, Texas.

\section*{IW AxD 0nt PBOOF' OF THE PYTHAGOREAT THEORFI.}

\section*{}

[Oontioued from Jpqe-July Number.]
II. Proops Kbollyno fron Gtraight-ling Propleztizs of then Crecle.
XV. Let \(A B C\) be \(\triangle\) right-angled at \(C\). With ser extremity, as \(B\), of the hypotenuse, as a center, 1 with a radius equal to the hypotenuse, describe a *e. Produce the lege of the \(\Delta\) to chords. One of chords, as \(D E\), will be a diamoter.

Then \(A C . C L=D C . C E\), or \(b^{4}=(c-a)(c+a)\).
\(\therefore c^{2}=n^{n}+b^{2}\).
XVI. Let \(A B C\) be \(\triangle\) right-angled at \(C\). With either extremity, as \(B\), of the


Fig. 11.


Mug. 1\%. bypotenuse, as the center, and
with a radive equal to the adjacent \(\operatorname{leg}\), deacribe \(a\) circle. Produce the hypotenuse to a secant.

Then \(\overrightarrow{A C}^{3}=A E . A D\), or \(b^{v}=(e-a)(c+a)\).
\[
\therefore c^{4}=a^{t}+b^{4} .
\]

 form, Dy Wipper, the latter mether that the proof is foand in "Habertis
 everr, ivdependenthy of thee moareed.
XVII. Let \(A B C\) be a \(\triangle\) right-angled at \(C\).

Case I. When the tmo loge are unequel.
With \(C\) as a center, and with the shorter \(\log\), as , as a radint, describe a circle. Produce \(A C\) to a rec-- Draw CL perpendicular to \(A B\).

Then \(A D . A F=A E \cdot A B\),
or \((b-a)(b+a)=r(c-2 L B)\).
Subetituting for \(L B\) any of its equivalento in


Fig. 18. ns of the sides of the given \(\Delta\), and reducing, we get, \(c^{3}=n^{2}+b^{2}\).

Case 2. When the tuno legs are squal.
We easily pase, by the usual method of the theory of limits, from Case 1 to Case 2.
XVIII. Same as in XVII, except that the circle is described with the longer leg, as \(A C\), as a radius. Then, produce all the sides to chorda.

Then \(A B . B L=B E . B D\),
or \(c . B L=(b+a)(b-a)\)
Also, \(A B: A H:: A C: A L\),
or. \(c: 2 b:: b: c+B L\),
whence, \(c^{*}+c . B L=2 b^{*}\)
(1) in (2), \(c^{s}=a^{2}+b^{2}\).


Yig. 14.

When the legs are equal, we pass from the case given as suggested in Caso 2 of XVII.
XIX. Same as in XVII, except that both cases are treated alike, and the circie is deacribed with a radins equal to the perpendicular from \(C\) to \(A B\). Then produce the lege to secante, and draw CD.

Then \(\overline{A D}^{8}=A H . A E=b^{9}-\overline{C D}^{2}\);
\[
\overline{B D}^{x}=a^{z}-\overline{C D}^{x} ;
\]
also, \(2 A D . D B=2\left(\bar{c}^{2}\right)^{*}\).
Adding, \(c^{1}=a^{2}+b^{k}\).


Fig. 15.

XX . Let \(A B C\) be a \(\triangle\) right-angied at \(C\). Produce either leg, as \(A C\), through \(C\), making \(C D=A C\). Join \(B D\). Circumscribe a circle about \(\triangle A B D\), and produce \(B C\) to a diameter.

Then \(\overline{B C^{\prime}}=A B \cdot B D-A C . C D\),
or \(a^{2}=c^{2}-b^{2}\).
\(\therefore c^{8}=a^{2}+b^{2}\).
XXI. Fig. 16.
\(A B . B D=B E . B C\),
or \(c^{2}=a^{2}+a . C E=a^{2}+b^{2}\).


Fig. 16.

(To be continuod.I

\section*{ARITHMETIC.}


\section*{SOLUTIONS OF PROBLEMS.}

C4. Propeed by J. I. ELLWOOD, A. M., Prineipal of Colfax Sebool, Pittaburg, Peamayivania.
If 27 men in 10 days of 7 hours each for \(\$ 375\) dig a ditch 70 rods long, 25 feet wide, and 4 feet deep, how long a ditch 40 feet wide and 3 feet deep will 15 men dig in 18 days of 9 hours each for \(\$ 500\) ?

\section*{III. Selution by the PROPO8ER.}

Mr. Gruber's method is all right except the assumption that the length of the ditch increases as the price paid. The \(\$ 375\) pays for 1890 hours' labor; at the same rate, 8500 would pay for 2520 hours' work. But there are only 2160 hours worked. Hence, the efficiency mast be increased \(t\). That is, the ditch will be 66t rods \(\times t=77 \frac{1}{t}\) rods long.

Or, in another light : Since 1890 hours' labor are worth \$375, 2160 bours' work, at same wages, are worth \(\mathbf{\$ 4 2 8 4}\). But they get \(\mathbf{8 5 0 0}\), an increase of \(t\) as before.

In this problem the time is limited-fixed-hence the only thing that can vary is the efficiency of the workmen. And it seems plain that it must increase as the hourly price increases-not as the gross price. Suppose

2 men in 1 day of 10 hours for \(\$ 20\) dig \(x\) rods, and
3 men in 2 days of 10 hours for 840 dig \(y\) rods. What is the ratio of \(y\) to \(x\) ?
Can the efficiency, or productiveness, be found without considering the hourly wages?

\footnotetext{
C4. Propoped by F. P. MATL, M. Be., Ph. D., Profeseor of Machomatios and Astronomy in Irviag Colman Tiecharioobery. Poapaylvania.

Brown adds \(m=10 \%\) of water to the pure wine he buys, and then sells the mixture at a price \(n=10 \%\) greater than the cost price of the pure wine. What is his rate per cent. of profit?
}

Solution by E. W. MORRELL, Profescor of Mathematies in Montpalier 8eminary, Montpolier, Vermont.
Let \(100 \%=\) cost of the wine. Then \(110 \%\) of \(110 \%=121 \%\), the selling price of the mixture. Hence, \(121 \%-100 \%=21 \%\), the gain.

\footnotetext{
67. Proposed by B. F. Fincel, A. M., Professor of Mathomatice and Phyaics in Drary College, Bpriagfield, Missouri.

A agreed to work a year for \(\$ 300\) and a suit of clothes. At the end of five months he left, receiving for his wages \(\$ 80\) and the elothes. What was the suit worth?
}

Solution by P. 8. BPRA, Intmore, Morth Daketa.
Since he received \(\$ 300\) and a suit of clothes for a year, for one month he received \(\$ 25\) and I suit of clothes, and for five months he received \(\$ 125\) and \(\hat{1}\) suit of clothes. He received \(\$ 60\) and the clothes, hence \(860+\) suit of clothes= \(\$ 125+\) thy suit of clothes, or it suit= \(\$ 65\). Whence once suit= \(\$ 1114\).

Also solved by 2. W. MORRRL and JAMES F. MAWRENGE.
68. Proposed by I. P. MTK, M. So., Ph. D., Profecsor of Mathomatices and Actroceny in Irvint Obl loge, Mechaniesburs, Peansylvania.

The population of a city is annually increasing m=2 \(\%\). If the population now is \(P_{z=08921, ~ w h a t ~ w a s ~ i t ~}^{n=8}\) jears ago ? At this rate of increase, what will the popalation be \(n=8\) years hence?

\section*{Solution by P. 8. Byze, Larimora, Iorth Detoota.}

Let \(100 \%=\) what the population was 3 years ago. Then the population at present is \((100 \%+21 \%)^{3}\). Hence \((100 \%+21 \%)^{3}=68921\). Whence \(100 \%=\) 64000, the population 3 years ago. In 3 years hence the population will be \((100 \%+21 \%)^{3}\) of 68921 , or 74220.378765625 .
69. Proponed by EDGAR M. JOMmsoI, Proteceor of Mathematios, Emory Colloge, Oxtord, Esorgia.

Every man in a certain group belongs to at least one of these classes: Methodista, Democrats, Farmers. In the group there are 10 Methodists, 12 Democrats. 18 Farmers; 8 men who are Methodists and Democrats, 4 who are Democrats and Farmers, 5 who are Methodists apd Farmers. Finally, there are 2 men who are at the same time Methodiste, Democrets and Farmers. Required the number of men in the group.
1. Solation by J. C. CORBII, Pine Blufl, Arkamea.

Using obvious abbreviations, we can form the following table in which each smali letter denotes a man :
\begin{tabular}{ccc} 
Methodists. & Democrats. & Farmers. \\
\(a, b\) & \(a, b\) & \(a, b\) \\
\(c, d, e, f, g\) & \(h, i, j, k\) & \(h, i, j, k\) \\
\(l, m, n\) & \(l, m, n\) & \(r, s\)
\end{tabular}

Counting each letter once only, gives 19 ; 10 in the first column, 12 in the second column, and 13 in the third column.
II. Solution by G. B. M. ZERR, A. M., Ph. D., Texarkane, Arkanac-Texas, and PREDERIOX R EOIIST, Ph. B., Hew Haren, Coancetient.
\begin{tabular}{cccc} 
Methodists. & Democrats. & Farmers. & Total. \\
3 & 3 & 0 & 3 \\
0 & 4 & 4 & 4 \\
5 & 0 & 5 & 5 \\
2 & 2 & 2 & 2 \\
\hline 10 & 9 & 11 & 14 \\
0 & 3 & 2 & 5 \\
\hline 10 & 12 & 13 & 19
\end{tabular}
\(\therefore 19\) men in the group.

\section*{ALGEBRA.}

Oondected by J. M. COMAT, Moationg, Va. All contributione to ehte dopertmont alould be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}

Ca. Propeod by A. I. DExh, Daz 184, Emibero, minola.
Rolve the equations:
\[
\begin{align*}
& a^{2} x=\left(2 x^{2}-a^{2}\right) \sqrt{x^{2}+y^{2}}  \tag{1}\\
& b^{2} y=\left(2 y^{2}-b^{2}\right) \sqrt{x^{2}+y^{2}} \tag{2}
\end{align*}
\]

Let \(x=r \cos \theta, y=r \sin \theta\). Then the equations become
\[
\begin{array}{r}
a^{2} \cos \theta=2 r^{2} \cos ^{2} \theta-a^{2} \\
b^{2} \sin \theta=2 r^{2} \sin ^{2} \theta-b^{2} . \tag{2}
\end{array}
\]

Fliminating \(r^{2}\) from (1) and (2) we get
\[
\begin{equation*}
\frac{b^{2}(1+\sin \theta)}{1+\cos \theta}=a^{2} \tan ^{2} \theta \tag{8}
\end{equation*}
\]

Now \(\sin \theta=\frac{2 \tan \frac{1}{2} \theta}{1+\tan ^{2} \frac{1}{2} \theta}, \cos \theta=\frac{1-\tan ^{2} \frac{1}{2} \theta}{1+\tan ^{2} \frac{1}{2} \theta}, \quad \therefore b^{2}\left(1+\tan \frac{1}{3} \theta\right)^{2}=2 a^{2} \tan ^{2} \theta\),
\[
\begin{equation*}
\text { or } b\left(1+\tan \frac{1}{\xi} \theta\right)= \pm \sqrt{2} a \tan \theta \tag{4}
\end{equation*}
\]

Let \(z=\tan \frac{1}{2} \theta\); then (4) becomes
\[
\begin{equation*}
z^{2}+z^{2}-\left(1 \mp \frac{2 v / 2 a}{b}\right) z=1 \tag{5}
\end{equation*}
\]

Let \(u=x-\frac{1}{2}\); then (5) becomes
\[
\begin{equation*}
\left.u^{2}-\frac{3 \vee}{b}\right) u=\frac{3 \vee}{b}\left(8 \pm \frac{9 \sqrt{ } 2 a}{b}\right) \tag{6}
\end{equation*}
\]

When \(a\) and \(b\) are known we can find \(u\) from (6), after which \(z\) and \(r\) and nally \(x\) and \(y\) become known.
II. solution by hisiry brator, M. So., Atlantio, lowa.

As in preceding solution,
\[
\begin{align*}
& a^{2} \cos \theta=2 r^{2} \cos ^{2} \theta-a^{2} .  \tag{3}\\
& b^{2} \sin \theta=2 r^{2} \sin ^{2} \theta-b^{2} . \tag{4}
\end{align*}
\]
\(\therefore 2 r^{2} \cos ^{2} \theta=a^{2}(1+\cos \theta) \ldots \ldots(5)\), and \(2 r^{2} \sin ^{2} \theta=b^{2}(1+\sin \theta) \ldots \ldots(6)\).
Dividing (5) by (4), \(\tan ^{2} \theta=\frac{b^{2}}{a^{2}}\left(\frac{1+\sin \theta}{1+\cos \theta}\right)=\frac{b^{2}}{a^{2}}\left(\frac{\sec \theta+\tan \theta}{\sec \theta+1}\right)\)
\(\therefore a^{2} \tan ^{2} H_{\sec } \theta+a^{2} \tan ^{2} \theta=b^{2} \sec \theta+b^{2} \tan \theta\)
\(\therefore\left(a^{2} \tan ^{2} \theta-b^{2}\right) \sec \theta=b^{2} \tan \theta-a^{2} \tan ^{2} \theta\).
Squaring (9) and substituting for \(\sec ^{8} \theta\) its value \(1+\tan ^{2} \theta\), performing operations indicated and arranging with reference to \(\tan \theta\),
\[
a^{4} \tan ^{6} \theta-2 a^{2} b^{2} \tan ^{4} \theta+2 a^{2} b^{2} \tan ^{3} \theta-2 a^{2} b^{2} t^{2}+b^{4}=0 \ldots \ldots \ldots .(10) .
\]

Transposing the three middle terms and subtracting \(2 a^{8} b^{8} \tan ^{3} \theta\).
\[
\begin{equation*}
a^{4} \tan ^{6} \theta-2 a^{2} b^{2} \tan ^{3} \theta+b^{4}=2 a^{8} b^{2}\left(\tan ^{4} \theta-2 \tan ^{2} \theta+\tan ^{2} \theta\right) \tag{11}
\end{equation*}
\]

Extracting square root, \(a^{8} \tan ^{3} \theta-b^{2}= \pm a b\left(\tan ^{2} \theta-\tan \theta\right) 1 / 2\)
Whence \(\tan \theta=\frac{ \pm d \sqrt{ } 2}{3}+\frac{1}{3 a}\left[\frac{b^{2}}{2}(y a \pm 4 b \sqrt{ } 2)\right.\)
\[
\left.+\frac{3 b}{2}\left( \pm 24 a^{8} b V^{2}-39 a^{2} b^{2} \pm 24 a b^{3} V^{2}\right)^{1}\right]^{1}
\]
\[
+\frac{1}{3 a}\left[\frac{b^{8}}{2}\left(9 a \pm 4 b_{1} / 2\right)-\frac{3 b}{2}\left( \pm 24 a^{3} b \sqrt{ } 2-39 a^{2} b^{2} \pm 24 a b^{3} \sqrt{ } 2\right)^{1}\right]^{1}
\]

From equation (5), \(x=a \sqrt{\frac{1+\cos \theta}{2}}=a \cos ^{\frac{1}{2}} \theta\), and from equation (6)
\[
y=b \sqrt{\frac{1+\sin \theta}{2}}=b \cos \left(\frac{1}{2} \pi-\frac{1}{2} \theta\right)=\frac{b}{\sqrt{2}^{2}}\left(\cos \frac{1}{2} \theta-\sin \frac{1}{2} \theta\right) .
\]

If \(a=b\), from (12), \(\tan \theta=1\) or \(\frac{ \pm v^{\prime} 2-1}{2} \pm \frac{1}{2}( \pm 2 \sqrt{ } 2-1)^{1}\).
III. Solation by J. SCHEFFER, A. M., Hagerstown, Maryland.

Dividing (1) by (2) and putting \(y=t x\), we obtain
\[
x^{2}=\frac{a^{2} b^{2}(1-t)}{2 t\left(a^{8} t-b^{2}\right)}, \text { and then } y^{8}=\frac{a^{8} b^{8} t(1-t)}{2\left(a^{8} t-b^{8}\right)}
\]

Substituting these in (1), we obtain finally the equation
\[
t^{4}-\frac{2 b^{2}}{a^{2}} t^{4}+\frac{2 b^{8}}{a^{2}} t^{3}-\frac{2 b^{8}}{a^{2}} t^{8}+\frac{b^{4}}{a^{4}}=0 .
\]

Solving this for numerical values of \(a\) and \(b\), we get the values of \(x\) and \(y\) om the above expressions.

The same equation may be arrived at by putting \(x=r \cos \theta, y=r \sin \theta\). The iven equation then changes into \(a^{2} \cos \theta=2 r^{2} \cos ^{2} \theta-a^{2} ; b^{2} \sin \theta=2 r^{2} \sin ^{2} \theta-b^{2}\). dding, we get \(a^{2} \cos \theta+b^{2} \sin \theta=2 r^{2}-\left(a^{2}+b^{2}\right)\), whence \(r^{2}=\left\{\left[a^{2} \cos \theta+b^{2} \sin \theta\right.\right.\) \(\left.-a^{2}+b^{2}\right]\). Also, \(r^{2}=\frac{1}{2} \frac{a^{2} \cos \theta+a^{2}}{\cos ^{2} \theta}\).

Equalizing, changing into the tangent function, the latter being denoted I \(t\), we' obtain the same equation as above.

\section*{17. Solution by H. C. Wilices, skall Ran, Weat Virginia.}

Putting \(x^{2}+y^{2}=s^{2}\); then from (1), \(a^{2}(x+s)=28 x^{2}\), and from (2), \('(y+s)=2\) sy \({ }^{2}\). Any rational value for \(s\) will give integral [?] fractional values ir \(a^{8}\) and \(b^{2}\). Let \(s=5, a^{8}=45 / 4\), and \(b^{8}=160 / 9 ; 8=13, a^{2}=325 / 9\), and \({ }^{\prime}=3744 / 25 ; 8=17, a^{8}=2176 / 25\), and \(b^{s}=3825 / 16\).
67. Proposed by C00PBR D. scirictr, A. M., Protecoor of Mathemeties, Universty of Teancoces, saxville, Trasemeco.

Prove that \(\cos \frac{n \pi}{7}+\cos \frac{3 n \pi}{7}+\cos \frac{5 n \pi}{7}=1\) or \(-\frac{1}{1}\), according as \(n\) is odd Peven, [and not a multiple of 7].
1. Sohation by G. B. M. ZERR, A. M., Ph. D., Tomartana, Artancab-Tazas.
\[
\sin \frac{2 n \pi}{7}=2 \sin \frac{n \pi}{7} \cos \frac{n \pi}{7}
\]
\[
\sin \frac{4 n \pi}{7}-\sin \frac{2 n \pi}{7}=2 \sin \frac{n \pi}{7} \cos \frac{3 n \pi}{7}
\]
\[
\sin \frac{6 n \pi}{7}-\sin \frac{4 n \pi}{7}=2 \sin \frac{n \pi}{7} \cos \frac{5 n \pi}{7}
\]
\[
\therefore \cos \frac{n \pi}{7}+\cos \frac{3 n \pi}{7}+\cos \frac{5 n \pi}{7}=\frac{\sin \frac{6}{4} n \pi}{2 \sin \frac{1}{4} n \pi}=\frac{\sin \left(n \pi-\frac{1}{4} n \pi\right)}{2 \sin \frac{1}{4} n \pi}
\]
\[
=-\frac{1}{2} \cos n \pi= \pm \frac{1}{2} \text {, according as } n \text { is odd or even. }
\]
II. Soletioa by J. 80:mirtib, A. M., Haguratown, Maryland.

Employing the well-known formula
\[
\sum_{n=1}^{n=n} \cos [a+(n-1) b]=\frac{\cos \left[a+\frac{1}{2}(n-1) b\right] \sin \downarrow n b}{\sin \ddagger b}
\]
and putting \(b=2 a, n=3\), we have \(\cos a+\cos 3 a+\cos 5 a=\frac{\cos 3 a \sin 3 a}{\sin a}=\frac{1}{\frac{\sin 6 a}{\sin a}}\).
But either \(\frac{\sin 6 a}{\sin a}=\frac{\sin 6 a+\sin a}{\sin a}-\frac{\sin \frac{7}{2} a \cdot \cos \{a}{\sin a}-\frac{1}{2}\).
\[
\text { or, } \frac{\sin 6 a}{\sin a}=\frac{\sin 6 n-\sin a}{\sin a}+\frac{1}{\cos \frac{7}{2} a \cdot \sin \frac{1}{8} a} \frac{\sin a}{6}+1 .
\]

Putting \(a=\frac{1}{2} n \pi\), we get in the former case \(\frac{\sin \ell n \pi \cos _{1}^{\frac{1}{2}} n \pi}{\sin \frac{1}{2} \pi}-\frac{1}{2}\), and in the latter \(\frac{\cos \frac{1}{2} n \pi \sin _{1}^{5} n \pi}{\sin \frac{1}{2} \pi}+1\). If \(n\) is even, \(\sin \frac{1}{2} n \pi=0\), if odd, \(\cos \frac{1}{2} n \pi=0\). Q. E. D.
m. Solution by OTTO O. CLAYYTOI, A. B., Powler, Indiana.

Unite 1st and 3rd terms of the left member ; then by factoring, we have,
\[
(2 \cos \eta n \pi+1) \cos \left\{n \pi=\frac{1}{2} \text { or }-\frac{1}{2} .\right.
\]

Substituting for \(\left(2 \cos \frac{1}{\eta} n \pi+1\right)\), we have \(\frac{\sin \frac{2}{\eta} n \pi \cos \frac{1}{2} n \pi}{\sin \frac{1}{4} \pi}=1\) or \(-\frac{1}{4}\), from which \(\frac{\sin \eta n \pi}{\sin \frac{1}{\eta} n \pi}=\frac{\sin -\frac{\eta}{2} \pi}{\sin \eta n \pi}=1\) or \(-\frac{1}{2}\).

This being an identical equation the problem is proved ; for ratio
\[
\frac{\sin -\frac{1}{2} n \pi}{\sin \downarrow n \pi}=1 \text { or }-1 \text {, according as } n \text { is odd or even. }
\]
IV. Solation by JOEI B. PADGETT, A. M., Instruetor in Machomatice in Indiana Duiveratty, Blocemar ton. Indiana.

The equation (1), \((\cos \theta+i \sin \theta)^{r}=-1\), i. e., \(\cos 7 \theta+i \sin 7 \theta=-1\), is clearly satisfied when \(H\) has either of the following values: \(\left\{\pi, \frac{\{ }{i} \pi, \frac{q}{4} \pi, 7 \pi,\{\pi, \psi \pi\right.\) and \(\frac{1}{4} \pi\).



But (3), \((\cos n \theta+i \sin n \theta)^{7}=\cos ^{7} n \theta+7 i \cos ^{6} n \theta \sin n \theta-21 \cos ^{8} n\left(\sin ^{2} n \theta\right.\) \(-35 i \cos ^{4} n \sin ^{3} n \theta+35 \cos ^{2} n \theta \sin ^{4} n \theta+21 i \cos ^{8} n \theta \sin ^{8} n \theta-7 \cos n \theta \sin { }^{6} n H-i \sin ^{\wedge} n \theta\) \(=(-1)^{n}\).
\(\therefore\) (4), \(\cos ^{7} n \theta-21 \cos ^{8} n \not \sin ^{2} n \theta+35 \cos ^{3} n \theta \sin ^{4} n \theta-7 \cos n \theta \sin ^{8} n \theta=(-1)^{n}\).
Or (5), \(64 \cos ^{7} n \theta-112 \cos ^{6} n \theta+56 \cos ^{3} n \theta-7 \cos n \theta-(-1)^{n}=0\), of which

Now \(\cos \{n \pi=\mp 1\), according as \(n\) is odd or even, and \(\cos 2 / n \pi=\cos \uparrow n \pi\); \(\cos \{n \pi=\cos \{n \pi\).

Hence we have (6), \((\cos n \theta \pm 1)\left(64 \cos ^{6} n \theta \mp 64 \cos ^{6} n \theta-48 \cos ^{4} n \theta \pm 48 \cos ^{8} n \theta\right.\) \(\left.+8 \cos ^{2} n \theta \mp \cos n \theta+1\right)=0\), according as \(n\) is odd or even.
 \(+\cos \left\{n \pi= \pm \frac{1}{2}\right.\), according as \(n\) is odd or even.

We might deduce a number of equally interesting results, thus,
\[
\left(\cos \frac{1}{\eta} n \pi \cdot \cos \frac{2}{\eta} n \pi \cdot \cos \{n \pi)^{2}=\frac{1}{\pi} \pi .\right.
\]
\(\therefore \cos \uparrow n \pi \cdot \cos \{n \pi \cdot \cos \{n \pi= \pm\}\), when \(n\) is either odd or even, etc.

\section*{GEOMETRY.}

\section*{Condacted by B. F. PLIEEL, Springield, MO. All contributions to this depertment should be sent to him.}

\section*{SOLUTIONS OF PROBLEMS.}
68. Proposed by ALFRED EUME, C. E.. D. Se., Profeccor of Mahematias, Uaiverdity of Misaisippi, P. O., Uaiveratty of Miededippi.

A rectangular hyperbola cannot be cut from a right circular cone if the angle at its vertex is less than a right angle.
II. Solation by P. M. MoaAw, A. M., Profensor of Mathomaties, Bordentown Military Institnte, Bordome cown, Iow. Jersoy.

Assume axes of coördinates at right angles.
(a) The equation of the surface of a cone with axis of \(z\) as axis of cone, and origin at the vertex of cone is
\[
\begin{equation*}
x^{8}+y^{8}-z^{2} \tan ^{2} 4 v=0 . \tag{1}
\end{equation*}
\]
where \(\boldsymbol{v}=\) angle at vertex.
(b) The equation of a plane to same axes and origin as above, in terms of its direction cosines and perpendicular from origin is
\[
\begin{equation*}
l x+m y+n z=\phi . \tag{2}
\end{equation*}
\]

Eliminate \(\boldsymbol{z}\) between (1) and (2), and then we have the conic

808
\[
\begin{equation*}
\left(n^{2}-l^{2} \alpha^{2}\right) x^{2}-2 l m x y a^{2}+y^{2}\left(n^{2}-n^{2} a^{2}\right)+2 p l a^{2} x+2 p m \alpha^{2} y-p^{2} \dot{a}^{2}=0 . \tag{8}
\end{equation*}
\]
in which \(\alpha\) is subetituted for tande.
In order that this conic may be an equilateral byperboln, the angle between its asymptotes
\[
\left(n^{2}-l^{2} \alpha^{2}\right) x^{2}-2 l m \alpha^{2} x y+\left(n^{2}-m^{2} a^{2}\right) y^{2}=0
\]
must be a right angle, the condition for which is (for rectangular axes).
\[
\begin{equation*}
n^{2}-l^{2} \alpha^{2}+n^{2}-m^{8} a^{2}=0 \text {, or } \alpha^{8}=2 n^{2} / l^{2}+m^{8} \tag{4}
\end{equation*}
\]

Now, in order that the plane above considered shall cut ont the byperboIn, the angle whose direction cosine is \(n\) muat be leas than \(1 v\); that is to may, \(l\) and \(m\) muat both be leas thap \(n\). Hence, \(l^{4}+m^{4}\) in necosaarity lest than \(n^{2}+n^{2}\) or \(2 n^{2}\); or the fraction (4) is an improper fraction, whence \(\alpha^{2}\left(=\tan ^{2} \frac{20}{}\right)^{2}\) is greater than anity. This establishes that to is greater than \(45^{\circ}\), and - is greater than \(90^{\circ}\).
Q. E. D.

Let \(A B F\) be a aection of the cone made by the plane of the paper pateing through its axil \(A M ; O P Q N H\) any eection of the cone made by a plane perpendicular to the plane \(A B F\). Pass a plane through \(P\) at right angles to \(A M\) cutting the plane \(A B F\) in \(D E\). Draw OL parallel to \(B F\), and \(H K\) parallel to \(A F\). Let \(\angle M A B=a, \angle A O H=\theta, A O=c, O H=x\), and \(H P=y\).
\[
\begin{aligned}
& H P^{2}=H D \times H E . \quad H E=\frac{x \sin \theta}{\cos \alpha^{\prime}} \\
& D H=L K=2 \operatorname{cosin} \alpha-\frac{2 \sin (\theta+2 \alpha)}{\cos \alpha} . \\
& \therefore y^{*}=\frac{2 \operatorname{cosin} 4 \sin \alpha}{\cos \alpha} x-\frac{\sin t \sin (\theta+2 \alpha)}{\cos ^{2} \alpha} \pi^{3} .
\end{aligned}
\]

The section represented by the equation is any hyperbola when \(\theta+2 \alpha\) is greater than \(180^{\circ}\). Comparing the equation with \(y^{*}=\frac{2 b^{s}}{b^{s}} x+\frac{b^{0}}{a^{8}} x^{8}\), we have
\[
\begin{aligned}
& \frac{2 b^{2}}{a}=\frac{2 c \sin \alpha \sin \theta}{\cos \alpha}, \quad-\frac{b^{2}}{a^{2}}=-\frac{\sin (\operatorname{thin}(\theta+2 \alpha)}{\cos ^{2} \alpha} . \\
& \therefore 2 a=\frac{c \sin 2 \alpha}{\sin (\theta+2 \alpha)}, \quad b^{2}=\frac{c^{2} \sin ^{2} a}{\sin (\theta+2 \alpha)} .
\end{aligned}
\]
\(s^{t}=\frac{a^{2}+b^{2}}{a^{4}}=\frac{t-\sin ^{2}(\theta+a)-2 \sin ^{2} a}{\cos ^{4} \alpha}\), where \(e\) in the excentricity of the byperbola. Or \(1=\frac{1-\sin ^{2}(\theta+\alpha)-2 \sin ^{2} \alpha}{6^{4} \cos ^{4} \alpha}\).
- \(\cos ^{8} \alpha\) must not be greater than unity. But \(\epsilon^{2}=2\); therefore, \(\cos ^{*} \alpha\) must not be greater than 1 , and \(\alpha\) must not be lesa than \(45^{\circ}\). Hence, the angle at the vertex of the cone mast not be leas than a right angle; therefore, it is greater than \(a\) right angie.

It may, however, be equal to that angle.
Note on the angle betercen the asymptotes of the hyperbola.
Let \(\phi=\) the angle between the asymptotes, and we have seci \(\phi=e\), where 6 is the excentricity of the hyperbola.
\(\sec ^{2} \frac{1}{d} \cos ^{2} \alpha=\phi^{2} \cos ^{*} \alpha\), or \(-\cos ^{2} \alpha=\cos ^{2} \frac{d}{} \phi^{2} \cos ^{2} \alpha\), but \(s^{2} \cos ^{2} \alpha\) must not be be greater than unity, see solution of problem 88. Hence, cosid must not be less than con \(\alpha\) and \(\alpha\) must not be leas than \(\$ \phi\); or the angle at the vertex of the, right circular cone, from which the hyperbola is cat, matt not be lese then the angle between the asymptoten. It may, however, be equal to that angle.
 ann

If the axin of the cone be the axia \(z ; h\), the diatance of the vertex from She origit, and 6 the cemi-engle at the verter, the equation of the cone is
\[
\left(x^{2}+y^{2}\right) \tan ^{2}\left(90^{3}-k\right)=(h-8)^{2} .
\]

The eection of this cone made by a plane through the axit \(y\) is a conic section, and if the angle which the plane makes with \(x y\) be \(\phi\) and the curve of intersection be referred to axes in ite own plane, its equation is
\[
y^{8} \tan ^{2}\left(90^{\circ}-\theta\right)+x^{2} \cos 8^{2} \phi\left[\tan ^{2}\left(90^{\circ}-\theta\right)-\tan ^{2} \phi\right]+2 h x \sin \phi-h^{2}=0 .
\]

If this is a rectangular hyperbols, then
\[
\tan ^{2}\left(90^{\circ}-\theta\right)=\cos ^{2} \phi\left[\tan ^{8} \phi-\tan ^{3}\left(90^{\circ}-\theta\right)\right] .
\]
\(\therefore\) tan \(\phi= \pm \frac{\sqrt{2 \sin \left(90^{\circ}-\theta\right)}}{1 / \overline{\cos ^{2}\left(90^{\circ}-\phi\right)}}\). But \(\phi\) is real.
\(\therefore 90^{\circ}-H<45^{\circ} . \quad \therefore-\theta<-45^{\circ} . \quad \therefore 2 H>90^{\circ}\).
An hyperbola may also be cut from this cone by a plane parallel to the axis \(\varepsilon\), Its equation then is, if the cotting plane is \(y=a\),
\[
\left(x^{8}+a^{6}\right) \tan { }^{2}\left(90^{\circ}-\theta\right)=(k-8)^{*} .
\]

If this be a rectangular hyperbola,
\[
\begin{gathered}
\tan ^{2}\left(90^{\circ}-\theta\right)=1 \quad \tan \left(90^{\circ}-\theta\right)=1 \quad(-1 \text { makes } \theta \text { negative }) . \\
\therefore 90^{\circ}-\theta=45^{\circ} . \quad \therefore \theta=45^{\circ} . \therefore 2 \theta=90^{\circ} .
\end{gathered}
\]

Thim probtem wan aco nolved in an exocileant manner by \(\sigma\). B. w. seres.
 Craak Ooneity, Merion, Iadiane.

Let the bisectors of the angles \(A, B, C\) of a triangle meet the sidew opposite \(A, B, C\) in \(A^{\prime}, B^{\prime}, C^{\prime}\). Let \(A A^{\prime}, B B^{\prime}, C C^{\prime}\) meet the sides of the trianglio \(A^{\prime} B^{\prime} C^{\prime}\) in \(A^{*}, B^{\prime}, C^{\prime \prime}\). Let this process continae indefinitely. Express the sides and angles of the triangle \(A^{(m)} B^{(m)} C^{(m)}\) in terms of the ajdes and anglea of the origind triangle \(A B C\).

Using trilinear conrdinates we have \(\beta-\gamma=0, \gamma-a-0, \alpha-\beta=0\) for the equations to \(A A^{\prime}, B B^{\prime}, C C^{\prime}\) respectively.
\[
\begin{gathered}
\left(0, \frac{2 \Delta}{b+c}, \frac{2 \Delta}{b+c}\right), \quad\left(\frac{2 \Delta}{a+c}, 0, \frac{2 \Delta}{a+c}\right) \\
\left(\frac{2 \Delta}{a+b}, \frac{2 \Delta}{a+b}, 0\right)
\end{gathered}
\]
are the coordinatea of \(A^{\prime}, B^{\prime}, C^{\prime}\) respertively.
\(\therefore \alpha+\beta-\gamma=0, \alpha+\gamma-\beta=0, \beta+\gamma-\alpha\) \(=0\) are the equations to \(A^{\prime} B^{\prime}, A^{\prime} C^{\prime}, B^{\prime} C^{\prime \prime}\)
 respectively.
\[
\begin{gathered}
\left(\frac{4 \Delta}{2 a+b+c}, \frac{2 \Delta}{2 a+b+c}, \frac{2 \Delta}{2 a+b+c}\right),\left(\frac{2 \Delta}{4+2 b+c}, \frac{4 \Delta}{a+2 b+c}, \frac{2 \Delta}{a+2 b+c}\right), \\
\left(\frac{2 \Delta}{a+b+2 c}, \frac{2 \Delta}{a+b+2 c}, \frac{4 \Delta}{a+b+2 c}\right)
\end{gathered}
\]
are the coordinates of \(A^{\prime \prime}, B^{\prime \prime}, C^{\prime \prime}\) respectively.
\(\therefore \alpha+\beta-8 \gamma=0, \alpha+\gamma-3 \beta=0, \beta+\gamma-8 \alpha=0\) are the equationg to \(A^{\prime \prime} C^{\prime \prime}\), \(A^{\prime \prime} C^{\prime \prime \prime}, B^{\prime \prime} C^{\prime \prime}\) respectively.
\(\left(\frac{4 \Delta}{2 a+8 b+8 e}, \frac{6 \Delta}{2 a+3 b+3 c}, \frac{6 \Delta}{2 a+3 b+8 c}\right),\left(\frac{6 \Delta}{3 a+2 b+3 c}, \frac{4 \Delta}{8 a+2 b+8 c}\right.\),
\[
\left.\frac{6 \Delta}{3 a+2 b+3 c}\right),\left(\frac{6 \Delta}{3 a+3 b+2 c}, \frac{6 \Delta}{3 a+3 b+2 c}, \frac{4 \Delta}{3 a+3 b+2 c}\right)
\]
are the coordinates of \(A^{\prime \prime \prime}, B^{\prime \prime \prime}, C^{\prime \prime \prime}\) respectively.
\(\therefore 3 \alpha+3 \beta-5 \gamma=0,3 \alpha+3 \gamma-5 \beta=0,3 \beta+3 \gamma-5 \alpha=0\) are the equations to \(A^{\prime \prime \prime} B^{\prime \prime \prime}, A^{\prime \prime \prime} C^{\prime \prime \prime}, B^{\prime \prime \prime} C^{\prime \prime \prime}\) respectively.
\[
\left(\frac{12 \Delta}{6 a+5 b+5 c}, \frac{10 \Delta}{6 a+5 b+5 c}, \frac{10 \Delta}{6 a+5 b+5 c}\right),\left(\frac{10 \Delta}{5 a+6 b+5 c}, \frac{12 \Delta}{5 a+6 b+5 c}\right.
\]
\[
\left.\frac{10 \Delta}{5 a+6 b+5 c}\right),\left(\frac{10 \Delta}{5 a+5 b+6 c}, \frac{10 \Delta}{5 a+5 b+6 c}, \frac{12 \Delta}{5 a+5 b+6 c}\right)
\]
are the coordinates of \(A^{\prime \prime \prime \prime}, B^{\prime \prime \prime \prime}, C^{\prime \prime \prime}\) respectively.
\(\therefore 5 \alpha+5 \beta-11 \gamma=0,5 \alpha+5 \gamma-11 \beta=0,5 \beta+5 \gamma-11 \alpha=0\) are the equations to \(A^{\prime \prime \prime \prime} B^{\prime \prime \prime \prime}, A^{\prime \prime \prime \prime} C^{\prime \prime \prime \prime}, B^{\prime \prime \prime \prime} C^{\prime \prime \prime \prime}\) respectively.

In what follows, the upper signs are used for \(m\) odd, and the lower for \(m\) even. The mith term of the series \(1,3,5,11,21,43,85\), etc., is \(\boldsymbol{1}\left(2^{m} \pm 1\right)\).
\[
\begin{aligned}
& \therefore\left(\frac{4 \Delta\left(2^{m-1} \mp 1\right)}{2\left(2^{m-1} \mp 1\right) a+\left(2^{m} \pm 1\right)(b+r)}, \quad \frac{2 \Delta\left(2^{m} \pm 1\right)}{2\left(2^{m-1} \mp 1\right) a+\left(2^{m} \pm 1\right)(b+c)},\right. \\
& \\
& \therefore \frac{2 \Delta\left(2^{m} \pm 1\right)}{2\left(2^{m-1} \mp 1\right) b+\left(2^{m} \pm 1\right)(a+c)}, \quad \frac{4 \Delta\left(2^{m-1} \mp 1\right)}{2\left(2^{m-1} \mp 1\right)^{b}+\left(2^{m} \pm 1\right)(a+c)}, \\
& \left(\frac{2 \Delta\left(2^{m} \pm 1\right)}{2\left(2^{m-1} \mp 1\right)^{m}+\left(2^{m} \pm 1\right)(a+c)}\right), \\
& \left.\frac{2 \Delta\left(2^{m-1} \mp 1\right) c+\left(2^{m} \pm 1\right)(a+b)}{2\left(2^{m-1} \mp 1\right) c+\left(2^{m} \pm 1\right)(a+b)}\right) \\
& \frac{4 \Delta\left(2^{m-1} \mp 1\right)}{2\left(2^{m-1} \mp 1\right) c+\left(2^{m} \pm 1\right)(a+b)},
\end{aligned}
\]
are the coordinates of \(A^{m}, B^{m}, C^{m}\) respectively.
\(\therefore \frac{1}{}\left(2^{m} \pm 1\right)(\alpha+\beta)-\frac{1}{}\left(2^{m+1} \mp 1\right) \gamma=0, \frac{1}{1}\left(2^{m} \pm 1\right)(\alpha+\gamma)-\frac{1}{1}\left(2^{m+1} \mp 1\right) \beta=0\), \(1^{m}\left(2^{m} \pm 1\right)(\beta+\gamma)-\frac{1}{3}\left(2^{m+1} \mp 1\right) \alpha=0,(1,2,3)\) are the equations to \(A^{m} B^{m}, A^{m} C^{m}\), \(B^{m} C^{m}\) respectively.

From (1) and (2), (1) and (3), (2) and (3) respectively, we get
\(\tan A^{m}=\frac{3\left\{2^{m+1}\left(2^{m-1} \mp 1\right) \sin A+2^{m}\left(2^{m} \pm 1\right)(\sin B+\sin C)\right\}}{3\left(2^{m}-1\right)+2\left(5.2^{2 m-1} \mp 2^{m}+1\right) \cos A-2\left(2^{m} \pm 1\right)\left(2^{m-1} \mp 1\right)(\cos B+\cos C)}\)
\(\tan B^{m}=\frac{3\left\{2^{m+1}\left(2^{m-1} \mp 1\right) \sin B+2^{m}\left(2^{m} \pm 1\right)(\sin A+\sin C)\right\}}{3\left(2^{m}-1\right)+2\left(5.2^{2 m-1} \mp 2^{m}+1\right) \cos B-2\left(2^{m} \pm 1\right)\left(2^{m-1} \mp 1\right)(\cos A+\cos C)}\)
\(\tan C^{m}=\frac{3\left\{2^{m+1}\left(2^{m-1} \mp 1\right) \sin C+2^{m}\left(2^{m} \pm 1\right)(\sin A+\sin B)\right\}}{3\left(2^{m m}-1\right)+2\left(5.2^{m-1} \mp 2^{m}+1\right) \cos C-2\left(2^{m} \pm 1\right)\left(2^{m-1} \mp 1\right)(\cos A+\cos B)}\)

Let \(A=\) area of \(A^{(m)} B^{(m)} C^{(m)}, p=\) perpendicular from \(C^{(m)}\) on \(A^{(m)} B^{(m)}\).
\[
\left.\begin{array}{l}
\therefore A=\left[27 a b c \Delta .2^{m}\right]+\left[\left\{2\left(2^{m-1} \mp 1\right) a+\left(2^{m} \pm 1\right)(b+c)\right\}\right. \\
\left.\quad\left\{2\left(2^{m-1} \mp 1\right) b+\left(2^{m} \pm 1\right)(a+c)\right\}\left\{2\left(2^{m-1} \mp 1\right) c+\left(2^{m} \pm 1\right)(a+b)\right\}\right]
\end{array}\right\} \begin{aligned}
& p=\left[9 \Delta .2^{m+1}\right]+\left[\left\{\left(2^{m} \pm 1\right)(a+b)+2\left(2^{m-1} \mp 1\right) c\right\}\right. \\
& \sqrt{3\left(2^{m+1}+1\right)+2\left(2^{m} \pm 1\right)\left(2^{m+1} \mp 1\right)(\cos A+\cos B)} \overline{\left.-2\left(2^{m} \pm 1\right)^{2} \cos C\right]} .
\end{aligned}
\]
\[
\text { But } A=\frac{1}{2} p A^{(m)} B^{(m)} . \quad \therefore A^{(m)} B^{(m)}=2 A / p
\]
\(\therefore A^{(m)} B^{(m)}\)
\[
=\frac{3 a b c \sqrt{3\left(2^{m+1}+1\right)+2\left(2^{m} \pm 1\right)\left(2^{m+1} \mp 1\right)(\cos A+\cos B)-2\left(2^{m} \pm 1\right)^{2} \cos C}}{\left\{2\left(2^{m-1} \mp 1\right) u+\left(2^{m} \pm 1\right)(b+c)\right\}\left\{2\left(2^{m-1} \mp 1\right) b+\left(2^{m} \pm 1\right)(a+c)\right\}}
\]
\(A^{(m)} C^{(m)}=\frac{3 a b c \sqrt{3\left(2^{m+1}+1\right)+2\left(2^{m} \pm 1\right)\left(2^{m+1} \mp 1\right)(\cos A+\cos C)-2\left(2^{m} \pm 1\right)^{2} \cos B}}{\left\{2\left(2^{m-1} \mp 1\right) a+\left(2^{m} \pm 1\right)(b+c)\right\}\left\{2\left(2^{m-1} \mp 1\right) c+\left(2^{m} \pm 1\right)(a+b)\right\}}\)
\(B^{(m)} C^{(m)}=\frac{3 a b c \sqrt{3\left(2^{m+1}+1\right)+2\left(2^{m} \pm 1\right)\left(2^{m+1} \mp 1\right)(\cos B+\cos B)-2\left(2^{m} \pm 1\right)^{8} \cos A}}{\left\{2\left(2^{m-1} \mp 1\right) b+\left(2^{m} \pm 1\right)(a+c)\right\}\left\{2\left(2^{m-1} \mp 1\right) c+\left(2^{m} \pm 1\right)(a+b)\right\}}\)

All principles necessary to understand the above solution will be found in the chapter on "Trilinear Coordinates" in Todhunter's Conic Sections.

\section*{CALCULUS.}

Condectad by J. M. COMAW, Monteryy, Va. All contribations to this department ahould be cent to him.

\section*{SOLUTIONS OF PROBLEIS.}
 Alabame

Solve the differential equation, \(d y / d x=y(x-y) / x(x+y)\), and show that \(x=y \log (x y)\).
I. Bolation by J. somariEB, A. M., Bhgarstown, Marylade ; O. W. M. BLACK, Profeceor of Mathemato ies in Wraleyan Lcadiemy, Wilbraham, Masachueotes ; and P. 8. Bince, Lartmore, Merth Dekoth.

Clearing of fractions we obtain after transposing two terms
\[
y(x d y+y d x)=x(y d x-x d y) .
\]

Dividing by \(y^{\mathbf{2}}\), we have
\[
x d y+y d x=x y . \frac{y d x-x d y}{y^{2}}, \text { or, } d(x y)=x y . d\left(\frac{x}{y}\right) . \quad \therefore \frac{d(x y)}{x y}=d\left(\frac{x}{y}\right) .
\]

Integrating, \(\log (a x y)=(x)+(y)\), whence \(x=y \log (a x y)\).
The result given is not general enaugh, the constant having been left out of consideration.
II. Solation by W. W. LAIDIs, A. M., Department of Mathematios and Astronomy in Dieidnson Colloge, Carlisho, Peaseylvania ; F. M. MeCAW, A. M., Professor of Mathomatios, Bordontown Military Imatitate, Bordcatora, Iow Jorsoy ; J. OWEI MROMEI, B. E., Graduate Follow and Aedatant in Mathematica, Vanderbilt
 EOMTES, Erameviek, Maine.

Let \(y=v x\), then the equation becomes
\[
v+\frac{x d v}{d x}=\frac{x(1-v)}{1+v} \text {, or } 2 v^{2}+\frac{x(1+v) d v}{d x}=0 . \quad \therefore \frac{1+v}{2 v^{2}} d v+\frac{d x}{x}=0 .
\]

The variables are separable, whence
\[
\frac{d v}{2 v^{2}}+\frac{d v}{2 v}+\frac{d x}{x}=0 . \quad \text { Integrating, } \frac{1}{2 v}=\$ \log v+\log x .
\]
\(\therefore 1 / v=\log v+\log x^{2}=\log \left(v x^{2}\right)\).
\(\therefore x / y=\log (x y)\), or \(x=y \log (x y)\), when no constant is added, or \(x=y \log (x y)\) \(+C y\) where \(C\) is an arbitrary constant.

 ana Uaiversity, Bloomington. Indians; aod J. C. GBEGG, A. M.. Braril, Indian.

Put \(y=v x\) and we have
\[
v+x \cdot \frac{d v}{d x}=\frac{v x^{2}-v^{2} x^{2}}{x^{2}+v x^{2}}=\frac{v-v^{2}}{1+v}=v-\frac{2 v^{2}}{1+v} \text {. Whence, } \frac{1+v}{v^{2}} d v+\frac{2 d x}{x}=0 .
\]

Integrating, \(-1 / v+\log \left(v x^{2}\right)+C=0\), or \(x / y=\log (x y)+C\), and \(x=y \log (x y)\) \(+C^{\prime} y\).

The \(C\) should not be omitted unless the conditions of the question giving rise to the equation are such as to make it zero.
IV. Solation by E. C. WHITTAKER, A. M., Ph. D., Profcesor of Mathematios, Meamal Tratanat Semoh, Philedolptia. Ponasylvania.

Let \(y=x^{p} v^{q}\) and substitute in the given equation and we obtain
\[
\frac{d v}{d x}=\frac{(1-p) v-(1+p) x^{p-1} v^{q+1}}{q^{q}\left(1+x^{p-1} v^{q}\right.} .
\]

This will reduce to a simple form if we take \(p=1\) and \(q=-1\), giving
\[
\frac{d v}{d x}=\frac{2}{x\left(1+v^{-1}\right)}, \text { or } d v\left(1+v^{-1}\right)=2 x^{-1} d x
\]
\(v+\log v=\log x^{2} ; x / y+\log (x / y)=\log x^{2}\).
\(x / y=\log x^{2}-\log (x / y)=\log (x y)\), whence \(x=y \log (x y)\).
64. Proposed by J. sCEEEFTRR, A. M., Bagarstown, Maryland.

A certain solid has a square, side \(=a\), for its base, and all parallel sections are squares, the two sections through the middle points of the opposite side of the square are semi-circles, however. Find surface, volume, and center of gravity of each.

The length of a side of a parallel section distant \(x\) from the base is \(\left(a^{8}-4 x^{2}\right)^{1}\). If \(d x\) be the distance between two parallel sections, the distance between two corresponding sides is \(a d x /\left(a^{2}-4 x^{2}\right)^{4}\). Hence the surface
\[
S=4 \int_{0}^{4 a} a d x=2 a^{2} ; \text { the volume } V=\int_{0}^{4 a}\left(a^{2}-4 x^{2}\right) d x=\frac{1}{2} a^{3} ;
\]
the distance of the center of gravity of the surface from the base is
\[
\frac{1}{2 a^{2}} \int_{0}^{4 a} a x d x=t a ;
\]
and the distance of the center of gravity of the volume from the base is
\[
\frac{3}{a^{3}} \int_{0}^{4 a} x\left(a^{2}-4 x^{2}\right) d x=1_{18}^{3} a
\]
II. Solation by J. C. MAGLE, M. A., M. C. E., Profecsor of Oivil Eaginearing in the Beate A. M. Cotlage, Colloge station, Terras:

Take the intersection of the planes of the circular sections as the axis of z , the origin being in the center of the base. Then since the radius of each circle is la we shall have for the projection of one fourth of the elementary area intercepted between two planes parallel to the base, and distant \(d z\) from each other, upon the plane of one of the circles,
\[
d S \cdot \cos \theta=1 \overline{t a^{2}-\varepsilon^{2}} \cdot d z,
\]
where \(\theta\) is the angle made by this elementary area with the plane of projection.
But \(\cos \theta=\frac{\sqrt{\frac{1+a^{2}-z^{2}}{1}}}{\frac{1}{4}}\), and the whole surface is \(S=4 \int_{0}^{+a} a d z=2 a^{2} \ldots\) (1).
The center of gravity of \(S\) is distant from the base
\[
\begin{equation*}
z_{1}=\frac{4 \int_{0}^{4 a} a z d x}{2 u^{2}}=ł a \tag{2}
\end{equation*}
\]

For the volume, taking planes parallel to the base,
\[
\begin{equation*}
V=\int_{0}^{4 a} 2 v^{\prime} \overline{7 n^{2}-x^{2}} \cdot 2 \sqrt{7 x^{2}-x^{2}} \cdot d x=\int_{0}^{4 a}\left(a^{2}-4 x^{2}\right) d z=a^{8} / 3 . \tag{8}
\end{equation*}
\]
and its center of gravity above the base is
\[
\begin{equation*}
z_{2}=\frac{\int_{0}^{1 a}\left(n^{2}-4 z^{2}\right) z d z}{1 a^{3}}=1_{16}^{8} a \tag{4}
\end{equation*}
\]

The figure will be a cloistered arch formed by the intersection of two right semi-cylinders.

\section*{III. Solution by G. B. M. 2ERR, A. M., Ph. D., Tasarkane, Arkaneac-Tame.}

Let \(x^{2}+2^{2}=ł a^{2} \ldots \ldots(1), y^{2}+x^{2}=ł a^{2} \ldots \ldots\) (2) be the equations to the cylinders which form the groin. From (1) \(d z / d x=-x / z, d z / d y=0\).
\[
\begin{aligned}
& S=\iint \sqrt{1+\left(\frac{d x}{d x}\right)^{2}+\left(\frac{d s}{d y}\right)^{2}} d x d y=8 \int_{0}^{4} \int_{0}^{\infty} \sqrt{1+\frac{x^{2}}{s^{2}}} d x d y \\
& =4 a \int_{0}^{+\pi} \int_{0}^{a} \frac{d x d y}{z}=4 a \int_{0}^{4} \int_{0}^{*} \frac{d x d y}{\sqrt{4 a^{2}-x^{2}}}=4 a \int_{0}^{4 a} \frac{z d x}{\sqrt{k a^{2}-x^{2}}}=2 a^{1} .
\end{aligned}
\]
\[
\begin{aligned}
& \text { Center of graving of surface }=\frac{\iint x d S}{\iint d S}=d a \int_{0}^{\psi} d x d y=i a \text {. } \\
& \text { Center of grevity of volume }=\frac{\iiint x d s d x d y}{\iiint d x d x d y}=\frac{8}{a^{3}} \int_{0}^{t e} 2\left(a^{2}-4 \varepsilon^{2}\right) d z=i^{a} \text {. }
\end{aligned}
\]

\section*{}

Let the given figure represent a section of the solid through the middle point of two oppositesides of the base. Wo have r=a/2, and the equation of the circle \(E D F\) is \(x^{2}+y^{4}=r^{2} \ldots\) (1), and \(A C^{4}=(2 y)^{8}=4\left(r^{2}-x^{2}\right)=A_{x}=\) a section paraliel to the base, and for the volume
\[
V=4 \int_{0}^{+}\left(r^{4}-x^{2}\right) d x=r^{2}=t a^{2}
\]


The surface may be considered to be generated by the aides of a section parallel to the base, and we have for the eurface,
\[
S=4 \int 2 y d s=4 \int_{0}^{4} 2 \sqrt{r^{2}-x^{2}} \cdot \frac{r d x}{\sqrt{r^{2}-x^{2}}},=8 r \int_{0}^{\varphi} d x=8 r^{2}-2 a^{2} .
\]

For the center of gravity of the volume,

For the center of gravity of the curved sarface we have,
\[
\bar{x}=\frac{4 \int 2 x y d s}{S},=\frac{8 r \int_{0}^{T} x d x}{8 r^{2}}=\frac{1}{r} \int_{0}^{r} x d x,=t r,=t a
\]

For the center of gravity of the whole surface, since the carved surface is twice that of the base we have, \(\bar{x}=\frac{1}{2} . \ddagger a=t a\).

Aleo solvod by b. C. Whitrafiri, C. W. M. blacir, and the proposirr.
Professors Black and Scheffer used "side=2a" as in Problem 47, instead of side \(=a\), and hence their results did not agree with those in the published solutions. The results obtained were: Volume \(=8 a^{3} / 3\), surface \(=8 a^{2}\), center of gravity of volume \(=3 a / 8\), and center of gravity of surface \(=\$ a\). See problem 42 for two additional solutions for surface and volume.

\section*{MECHANICS.}

Conducted by B. F. FIIETh, Epringield. Mo. All contributions to this dopartmont abould be cent to him.

\section*{SOLUTIONS OF PROBLEIS.}
 sold, 1timocar.

A prolate spheroid of revolution is fixed at its focus; a blow is given it at the extrem. ity of the axis minor in a line tangent to the direction perpendicular to the axis major. Find the axis about which the body begins to rotate. [From Loudon's Rigid Dynamics.]

Sciation by C. B. M. IRRR, A. M., Ph. D., Tararkana, Arkansab-Taxas.
The general equations of motion are :
\[
\left.\begin{array}{l}
A \omega_{x}-\left(\sum m x y\right) \omega_{y}-\left(\sum m x z\right) \omega_{z}=L  \tag{1}\\
B \omega_{y}-\left(\sum m y z\right) \omega_{z}-\left(\sum_{m y x}\right)=\omega_{z}=\left(\sum_{m x x}\right) \omega_{x}-\left(\sum_{m z y}\right) \omega_{y}=N
\end{array}\right\}
\]

The equation to the ellipsoid with focus as origin is \(a^{2} y^{2}+a^{2} z^{2}+b^{2} x^{2}\) \(=2 a e b^{3} x+b^{4}\). Now \(\Sigma m x y=\Sigma_{m x z}=\Sigma_{n y z}=0 . \quad \therefore\) (1) reduce to
\[
\left.\begin{array}{c}
A \omega_{x}=L  \tag{2}\\
B \omega_{y}=M \\
C \omega_{x}=N
\end{array}\right\}
\]

Let \(2 a c b^{2} x+b^{4}-b^{2} x^{2}=a^{2} c^{2}\). Then
\[
\begin{aligned}
& A=\operatorname{\sum m}\left(y^{2}+z^{2}\right)=\mu \int_{-a(1-a)}^{a(1+0)} \int_{-\infty}^{0} \int_{-r \overline{0^{2}-y^{2}}}^{\sqrt{0^{2}-y^{2}}}\left(y^{2}+z^{2}\right) d x d y d z \\
& =\frac{4 \mu}{3} \int_{-a(1-\theta)}^{a(1+\theta)} \int_{0}^{0}\left\{3 y^{2} \sqrt{c^{2}-y^{2}}+\left(c^{2}-y^{2}\right) \sqrt{c^{2}-y^{2}}\right\} d x d y \\
& =\frac{\pi \mu}{2 a^{4}} \int_{-a(1-0)}^{a(1+0)}\left(2 a e b^{2} x+b^{4}-b^{2} x^{2}\right)^{2} d x={ }_{1}^{8}{ }^{8} \mu \pi a b^{4} . \\
& B=C=\Sigma m\left(x^{2}+y^{2}\right)=\mu \int_{-a(1-0)}^{x(1+0)} \int_{-\infty}^{0} \int_{-\sqrt{0^{2}-y^{2}}}^{\sqrt{0^{7}-y^{2}}}\left(x^{2}+y^{2}\right) d x d y d x \\
& =4 \mu \int_{-a(1-\infty)}^{a(1+\theta)} \int_{0}^{0}\left(x^{8}+y^{2}\right) \sqrt{c^{8}-y^{2}} d x d y \\
& =\frac{\mu \pi}{4} \int_{-a(1-0)}^{a(1+0)}\left(4 c^{2} x^{2}+c^{4}\right) d x=1_{18}^{8} \mu \pi a^{8} b^{2}\left(1+2 e^{2}\right) .
\end{aligned}
\]

Let the blow \(=P\) be struck perpendicular to the plane ( \(x y\) ), then the ments of the impulsive forces about the axes are \(L=P b, M=P a c, N=0\).

These in (2) give
\[
\begin{aligned}
& \begin{array}{l}
\begin{array}{l}
8_{8}^{8} \mu \pi a b^{4} \omega_{x}=P b \\
1_{8} \mu \pi a^{2} b^{2}\left(1+2 e^{2}\right) \omega_{y}=P a e \\
\omega_{z}=0
\end{array} \\
\therefore \frac{\omega_{y}}{\omega_{x}}=\frac{e^{8}}{1+2 e^{2}} \cdot \frac{b}{a e}
\end{array} .
\end{aligned}
\]

Let \(\boldsymbol{F}\) be the focus, \(\boldsymbol{O}\) the center of the ellipsoid. Then on the minor in the plane ( \(x y\) ), take \(O E=\frac{e^{2}}{1+2 e^{2}} . b\), then will \(F E\) be the axis required.

Let \(a=5, b=4 . \quad \therefore e=\frac{1}{4} . \quad \therefore O E=x^{2} b=\frac{3}{3} . \quad\) The resultant angula: locity will be
\[
\frac{15 P}{8 \mu \pi a^{2} b^{8} e} . O F=\frac{P}{512 \mu \pi} . O F=\frac{3 P \vee 1993}{22016 \mu \pi}, \text { when } a=5, b=4 .
\]


A pernoct whom helght is \(e\) and weight \(W\) atend in a awing whome length is \(I\). gapof the initial inclination of the ewing to the vertical is \(\alpha\) and that the person alvaye chen whea in the highest position and tands up when in the lowest, his center of grav* moving through a distance of meseured from lower part of swing upward, find how much tre in incestased efter \(n\) complete vibrations.

Let \(R S\) be the path of the center of gravity from extreme position to verti\(T U\) the path from vertical to other extreme position.
\(O P=l, R P=k,(\) asy \(), T S=b ; \angle R O S=\Subset, \angle T O U\) '1, etc.

The energy acquired by awing in pasting from , \(S\) is \((l-k)(1-\cos \alpha) W\).

When it has passed to \(V\) the energy is \(k-b)\left(1-\cos \alpha_{1}\right) W\).

By conservation of energy
\[
(l-k-b)\left(1-\cos \alpha_{1}\right) W=(l-k)(1-\cos a) W .
\]

Whence \(1-\cos \alpha_{1}=\frac{l-k}{l-k-b}(1-\cos \alpha)\).
In pasoing back to original position
\[
1-\cos \alpha_{2}=\frac{l-k}{l-k-b}\left(1-\cos \alpha_{1}\right)=\left(\frac{l-k}{l-k-b}\right)^{\prime}(1-\cos \alpha)
\]

For two complete vibrations \(1-\cos \alpha_{4}=\left(\frac{l-k}{l-k-b}\right)^{4}(1-\cos \alpha)\).
In like manner for \(n\) cumplete vibrations
\(1-\cos \alpha_{4 n}=\left(\frac{l-k}{1-k-b}\right)^{2 n}(1-\cos a)\) or \(\sin \left(\frac{1}{3} \alpha_{3}\right)=\left(\frac{l-k}{1-k-b}\right)^{n} \sin \left(\frac{1}{2} a\right)\),
th enables us to compute the increase in amplitude.
I. sedution is th propogit.

Let \(O\) be the point of suspension of the swing, \(S\) the position of the center ravity of the man when cronching, and \(T\) its potition when the man is standand \(Q\) the lower end of the awing.

Let \(O Q=l, S Q=k\), the diatance from lower end of swing to the center of
gravity of the man when he is croucbing, \(S T=b, \angle Q O P=a\), and \(\angle Q O V=\theta_{4}\). Then the velocity, \(v\), of the man at the point
 page 350, Article 192. Hence, his energy due to his weight \(=\frac{W}{2 g} v^{2}-W(l-k)(1-c u s a)\). Thin energy will carry him to \(V\) and equals \(W(l-k-b)\left(1-\cos \%_{0}\right)\), since the man rises at the puint \(Q\). Since he crouches at the point \(V\), his energy at the point \(Q\) on his retorn is \(W(l-k)\left(1-\cos \theta_{c}\right)\). This energy will carry him to a point to the left of \(S\), and the energy expended will be \(W(l-k-b)(1-c o n f, h\) where \(\theta_{1}\) it the angle between the vertical and the swing.

According to the principle of the ounservation of energy, we have,
\[
\begin{align*}
& W(l-k)(1-\cos \alpha)=W(l-k-b)\left(1-\cos \theta_{1}\right) \ldots \ldots \ldots \ldots . .(1), \\
& W(l-k)\left(1-\cos H_{0}\right)=W(l-k-b)\left(1-\cos A_{s}\right) \ldots \ldots \ldots \ldots . . .\left(\xi_{1}\right) \\
& W(l-k)\left(1-\cos A_{1}\right)=W(l-k-b)\left(1-\cos \theta_{s}\right) \ldots . . . . . . . . . .(3), \\
& W(l-k)\left(1-\cos f_{m-1}\right)=W(l-k-b)\left(1-\cos f_{m-1}\right) \tag{2n}
\end{align*}
\]

Multiplying these equations together member for member, and eolving for \(1-\cos H_{\mathrm{gn}}\), we have,
\[
\begin{aligned}
& 1-\cos \theta_{2 n}=\left(\frac{l-k}{l-k-b}\right)^{2 n}(1-\cos \alpha), \text { or } \sin ^{*}\left(\frac{1}{2} \theta_{2}\right)=\left(\frac{l-k}{l-k-b}\right)^{2 n}\left(\sin ^{1} \frac{1}{2} \alpha\right) . \\
& \text { Whence, } \left.\left.\operatorname{ain} \theta_{2 n}=\left(\frac{l-k}{l-k-b}\right)^{n} \sin \right\} a \text {, or } \theta_{9 n}=2 \operatorname{ain}^{-1}\left[\left(\frac{l-k}{l-k-b}\right) \sin \right\} a\right] \text {. }
\end{aligned}
\]

\section*{DIOPHANTINE ANALYSIS.}
 80LUTIONS OF PROBLEME.

Reguired all the parablelograme whoee nidew \(t, b\) and dingonala \(r\), \(d\), ame rational.
II. Elumea by F. F. EIMC. Outoma, Oarada.

The conditions are, \(2\left(a^{2}+b^{2}\right)=c^{2}+d^{2}\), with the condition that \(a, b, c\) and \(b_{\mathbf{q}}\) d chall be capable of forming triangles (sum of any two sides greater than thind side). That is, if we suppose \(a>b, c>d, a+b\) must be greater than \(c\), facbed. These two conditions again are the same, for if \(a+b>c\) and \(\left.\mathcal{F}^{2}\right)=c^{2}+d^{2}, 2\left(a^{2}+b^{2}\right)-(a+b)^{2}<d^{2}\) or \(a-b<d\).
Iet ne suppose the numbers involved to be integers. We have \(a_{a}=2\left(a^{8}+b^{2}\right)=(a+b)^{2}+(a-b)^{2}\). If \(c=a+b, d=a-b\), the parallelogram Thine, the angle opposite to the diagonal \(c\) becoming \(180^{\circ}\). But if not, we ve a number \(c^{2}+d^{2}\) which is resolvable into the sum of two squares in another iy. Hence, as may easily be proved, \(a^{2}+b^{2}\) is resolvable into factors, which, a theorem in the Theory of Numbers, are (whether prime or composite) each pressible as the sum of two squares. Also every prime number of the form +1 is expressible as the sum of two squares, and every number which is the \(m\) of two squares is the product of prime factors of the form \(4 n+1\). (The only en prime \(2=1^{2}+1^{2}\) or a power thereof may also be a factor, which case will be nsidered further on).

Hence we have a rule to find \(a\) and \(b s o\) as to make \(c\) and \(d\) rational.
Form \(a^{2}+b^{2}\) by multiplying together two or more of the various prime mbers of the form \(4 n+1\), such as \(5,13,17,29\), etc.

The product may be expressed in two ways at least as the sum of o squares. Thus we shall have \(f^{2}+g^{2}=h^{2}+k^{2}\).
\(\therefore 2\left(f^{2}+g^{2}\right)=\left(h^{2}+k\right)^{2}+(h-k)^{2}\), which gives a solution by putting \(f=a\), \(=b, h+k=c, h-k=d\), provided that, (following the condition for a possible angle) \(f-g<h-k\).

If \(f-g>h-k\), we must take \(h\) and \(k\) for \(a\) and \(b ; f+g\) and \(f-g\) for \(c\) and Then \(2\left(h^{2}+k^{2}\right)=(f+g)^{2}+(f-g)^{2}\).

That is, of the two equal sums into which the product has been resolved, re that for \(a^{2}+b^{2}\) which has the less difference between its components.

For example, multiply 5 by \(13=65\).
\(65=8^{2}+1^{2}=7^{2}+4^{2}\) and \(7-4=3<8-1\). Hence \(a=7, b=4, h=8, k=1\), d \(2\left(7^{2}+4^{2}\right)=(8+1)^{2}+(8-1)^{2}=9^{2}+7^{2}\).
\(\therefore c=9, d=7\). And \(7,4,9 ; 7,4,7\) are possible sides for triangles. The mponents of the product can readily be found from the components of e prime factors, thus :

Let \(N=\left(p^{2}+q^{2}\right)\left(r^{2}+8^{2}\right)=p^{2} r^{2}+2 p q r s+q^{2} s^{2}+q^{2} r^{2}-2 p q r s+p^{2} s^{2}=p^{2} r^{8}\) \(2 p q r s+q^{2} s^{2}+q^{2} r^{2}+2 p q r s+p^{2} s^{2}=\left(p r+q^{8}\right)^{2}(q r-p s)^{2}=\left(p r-q^{8}\right)^{2}+(q r+p s)^{2}\).

For example, to resolve 65 into the sum of two squares.
\(65=13 \times 5=\left(3^{2}+2^{2}\right)\left(2^{2}+1^{2}\right)\). Here \(p r+q 8=3 \times 2+2 \times 1=8\).
\(q r-p s=2 \times 2-3 \times 1=1 . \quad p r-q s=3 \times 2-2 \times 1=4\),
\(q r+p s=2 \times 2+3 \times 1=7 . \quad \therefore 65=8^{2}+1^{2}=4^{2}+7^{2}\).
A third factor, \(r_{1}{ }^{2}+8_{1}{ }^{2}\), can be introduced by putting \(p r+q 8=p_{1}\), - \(p_{s}=q_{1}\), and multiplying out \(\left(p_{1}{ }^{2}+q_{1}{ }^{2}\right)\left(r_{1}{ }^{2}+s_{1}{ }^{2}\right)\) as before.

Observe that this gives two forms for the product, and two more would be got by putting \(p r-q 8=p_{1}, q r+p_{8}=q_{1}\), so that with three factors there will be four forms for the product. These forms may be taken any two together giving \(4.3 / 1.2=6\) solutions for \(c\) and \(d\).

In the preceding it has been assumed that \(a\) and \(b\) have no common fice. tor. If they have one (which may be any number whatever) the preceding in. vestigation will still hold. But such factors of the common measure of \(a\) and \(b\) as are not primes of the form \(4 n+1\) will re-appear as common factors of \(c\) and \(d\). It is to be noted that if \(a^{2}+b^{2}=2 \times\) a single prime factor \(a^{2}+b^{2}\) can be expremed as the sum of two squares in one way only, viz: \(a^{2}+b^{2}=2\left(p^{2}+q^{2}\right)=(p+q)^{2}\) \(+(p-q)^{2}\). For the factors of \(a^{2}+b^{2}\) are \(p^{2}+q^{2}\) and \(r^{2}+8^{2}\) where \(r=0=1\), and in multiplying \(\left(p^{2}+q^{2}\right)\left(r^{2}+8^{2}\right)\) the two expressions \((q r+p s)^{2}+(p r-q s)^{2}\) and \((p r+q s)^{8}+(q r-p s)^{2}\) become identical when \(r=8=1\), and these two cannot be equated to a third and different sum of two squares withuut factoring \(p^{\boldsymbol{q}}+q^{4}\), which is by supposition a prime. Hence when \(\mathfrak{t}\left(a^{2}+b^{2}\right)\) is a prime the solution fails, for we get \(2\left(a^{2}+b^{2}\right)=4\left(p^{2}+q^{2}\right)=(2 p)^{2}+(2 q)^{2}=(a+b)^{2}+(a-b)^{2}\), which does not give a parallelogram. So also when \(a^{2}+b^{2}\) is a pruduct of a prime by any. odd power of 2 . An even power of 2 may however be used, for examplo,
\[
a^{8}+b^{8}=260=2^{2} \times 5 \times 13=2^{2}\left(3^{2}+2^{2}\right)\left(2^{2}+1^{8}\right)=\left(6^{2}+4^{2}\right)\left(2^{2}+1^{8}\right)=16^{8}+2^{2}
\]
\[
=14^{2}+8^{2} \text { and } 2\left(a^{2}+b^{2}\right)=2\left(14^{2}+8^{2}\right)=2\left(16^{2}+2^{2}\right)=18^{2}+14^{2}=c^{2}+d^{8}
\]

The above discussion made on the assumption that \(a, b, c, d\) are integers, is readily extended to give solutions in rational fractions.
\[
\begin{aligned}
& \text { Thus } 1885=5 \times 13 \times 29=42^{2}+11^{2}=34^{2}+27^{2} \\
& \therefore 7^{2}+\left(\frac{y}{2}\right)^{2}=\left(y^{1}\right)^{2}+\left(\frac{y}{y}\right)^{2} \text { and } 2\left\{\left(\frac{1}{y^{2}}\right)^{2}+\left(\frac{f}{2}\right)^{2}\right\}=\left(\frac{\gamma}{\gamma}\right)^{2}+(3 \gamma)^{2} .
\end{aligned}
\]

Note on solution of problem 37, page 151. The failure to give the least values in my solution was due to solving \(x_{1}{ }^{2}-40 y_{1}{ }^{2}=1\); by continued fractions, we obtain positive integral values for \(x\) and \(y\), but \(y\) does not enter into the required values directly ; hence may be fractional. This point was overlooked.

To obtain all these values, let \(x=\left(x_{8}\right) \div\left(z_{g}\right), y=\left(y_{z}\right)+\left(z_{8}\right)\), and then \(x_{8}{ }^{2}-z_{2}^{2}=40 y_{2}{ }^{2}=10 y_{2}{ }^{2} .\left(x_{2}+z_{2}\right)\left(x_{2}-z_{8}\right)=10 y_{2}{ }^{2} . \quad\) Let \(y_{3}{ }^{2}=p^{2} q^{2}\) and \(10=\) any two factors.
\[
\left.\begin{array}{l}
x_{2}+z_{2}=p^{2} \text { or } 2 p^{2} \\
x_{2}-z_{2}=10 q^{2} \text { or } 5 q^{2}
\end{array}\right\}
\]

Add and subtract, then
\[
\left.\begin{array}{l}
x_{2}=p^{2}+10 q^{2} \text { or } 2 p^{2}+5 q^{2} \\
z_{8}=\mp p^{2} \pm 10 q^{2} \text { or } \mp 2 p^{2} \pm 5 q^{2} \\
y_{8}=2 p q
\end{array}\right\}
\]
\(p\) and \(q\) taken at pleasure will give an infinite number of values, integral and fractional. Mr. Gruber's list is correct.
A. H. Bell.

\section*{AVERAGE AND PROBABILITY.}

Condacted by B. F. FIIERL, Springteld, MO. All conteributions to this dopartment shoald be cont to him.

\section*{SOLUTIONS OF PROBLEIS.}

Note on Problem 33. By Henry Heaton, Atlantic, Iowa.
The result obtained in the published solution of this problem cannot be correct.

The area of the regular pentagon is \(3.6327 a^{2}\). The area of each of the infinite number of regular polygons whose apothem is \(a\) and number of sides greater than five, is less than \(3.6327 a^{2}\), while that of only two, the square and triangle, is greater. Hence the average area of all regular polygons with apothem \(a\) is less than 3.6327a². Hence the result obtained in the published solution (3.8693a \({ }^{2}\) ) is too large.

In a similar manner it may be shown that any result larger than \(a^{8} \pi\) is too large, while it is evident that any result smaller than that is too small.

\section*{87. Proposed by FIRMRI HBATOM, M. Se., Atlantio, Lown.}

Required the average area of all triangles two of whose sides are \(a\) and \(b\).
1. Solution by the PROP08RR.

It is well known that every triangle consists of six parts, three sides and three angles, and one side with any two other parte determines the triangle.

In constructing this triangle we may use all possible values, first, of the included angle \(C\), second, of the third side, \(c\), third, of the angle \(A\), and fourth, of the angle \(B\). This gives us four cases.
I. Put angle \(C=H\). Then \(A_{1}=\frac{a b}{2} \int_{0}^{\pi} \sin \theta d \theta+\int_{0}^{\pi} d \theta=\frac{a b}{\pi}\).
II. Put side \(c=x\). Then \(A_{2}=t \int_{a-b}^{a+b}\left[(a+b)^{2}-x^{2}\right]^{4}\left[x^{2}-\left(a^{\prime}-b\right)^{2}\right]^{d} d x\).
\[
+\int_{a-b}^{a+b} d x=\frac{a+b}{12 b}\left\{\left(a^{2}+b^{2}\right) E\left[\left(\frac{2 \sqrt{ } a b}{a-b}\right), \frac{1}{2} \pi\right]-(a-b)^{2} F\left[\left(\frac{2 / / a b}{a+b}\right), \ddagger \pi\right]\right\} .
\]
(To integrate this expression put \(x=\left[(a+b)^{2}-4 a b s i n f\right]^{4}\) ).
III. Put angle \(A=\theta, b\) being \(<a\), then
\[
A_{3}=b \int_{0}^{\pi}\left[b \cos \theta+\left(a^{2}-b^{2} \sin ^{2}(f)^{4}\right] \sin H d H \div \int_{0}^{\pi} d \theta=\frac{a b}{2 \pi}+\left(\frac{a^{2}-b^{2}}{4 \pi}\right) \log \left(\frac{a+b}{a-b}\right),\right.
\]
IV. Put angle \(B=\theta\). For every value of \(B\) there are two trianglen whose average arc is \(\$ a^{2} \sin \theta \cos \theta\). Hence,
\[
A_{4}=\frac{1}{2} a^{2} \int_{0}^{\sin -1} \frac{b}{a} \sin \theta \cos \theta d \theta+\int_{0}^{\sin -1} \frac{b}{a} d \theta=t b^{2}+\sin ^{-1} \frac{b}{a} .
\]

Corollary. If \(b=a, A_{1}=a^{2} / \pi\), and \(A^{2}=a^{2} / 8\). These are doable the values found in the solutions of problem 26, as they evidently ahould be. The values of \(A_{3}\) and \(A_{4}\) do not hold when \(b=a\), for the reason that while the sam of the areas remains the same the number of triangles is reduced one-half at the moment that \(b=a\).

Let \(x=\) third side, \(A=\) area, \(\Delta=\) average area.
\[
\begin{aligned}
& \therefore A=t v^{\prime}(a+b)^{2}-x^{2} \\
& \sqrt{x^{2}-(a-b)^{2}} \\
& \Delta=\int_{a-b}^{+b b} d x+\int_{a-b}^{a+b} d x=\frac{1}{2 j} \int_{a-b}^{a+b} A d x
\end{aligned}
\]

Let \((a+b)^{2}-x^{2}=4 a b y^{2}, \frac{4 a b}{(a+b)^{2}}=e^{2}\).
\[
\begin{aligned}
& \therefore A=\frac{2 a^{2} b}{a+b} \int_{0 V}^{1} \frac{y^{2} v \overline{V^{1-y^{2}} d y}}{\overline{1-e^{8} y^{2}}}=a(a+b) \int_{0}^{1 y^{2} \sqrt{1-e^{8} y^{8}} d y} \\
& \sqrt{1-y^{2}} \\
& \\
& -\frac{a(a-b)^{2}}{2(a+b)} \int_{0 V \overline{1-y^{2}} \sqrt{1-e^{8} y^{2}}}^{1} \frac{y^{2} d y}{12 b}\left\{\left(a^{2}+b^{8}\right) E(e)-(a-b)^{2} F(e)\right\} .
\end{aligned}
\]
 D. C., 2od A. P. RELD, Olerenees, Miscouri.

The area of triangle is \(\Delta=t a b \sin \theta\).
Hence, average area \(=1 a b \int_{0}^{\pi} \sin \theta d \theta+\int_{0}^{\pi} d \theta=\frac{1}{2} a b[-\cos \theta]_{0}^{\pi}+\pi=\frac{a b}{\pi}\).
 Reld, Miscouri.

Two arrows are sticking in a circular target : show that the chance that their distance is greater than the radius of the target is \(3, / 3 / 4 \pi\). [Prom Todhunter's Integral Calculus, page 335.]

Let \(Q\) be the position of one arrow. Call the radins of,target \(R\), and let \(=\rho\).

The ares \(P N B R=2 R^{3} \cos ^{-1} \frac{\rho}{2 R}-\rho V \sqrt{R^{2}-\left(\frac{1}{2} \rho\right)^{2}}\).
Then the chance that the second arrow is within above region is
\[
\frac{2}{\pi} \cos -\frac{\rho}{2 R}-\frac{\rho}{\pi R^{1}} V \sqrt{R^{2}-\left(\frac{1}{3}\right)^{2}} .
\]

The chance that the first arrow is at a distance \(\rho\) from the center is
\[
\frac{2 \pi \rho d \rho}{\pi R^{*}}=\frac{2 \rho d \rho}{R^{*}}
\]

The chance that the two arrows are as indicated above is
\[
\frac{4}{\pi R^{4}} \cos -\frac{\rho}{2 R^{-}} \cdot \rho d \rho-\frac{2}{\pi R^{4}} \sqrt{R^{2}-(1 \rho)^{8}} \rho^{2} d \rho .
\]

The sum of all such chances is
\[
\frac{4}{\pi R^{2}} \int_{0}^{2} \rho \cos ^{-1} \frac{\rho}{2 R^{2}} d \rho-\frac{2}{\pi R^{4}} \int_{0}^{E} v^{\prime} \overline{R^{4}-\left(\frac{1}{}\right)^{2}} \rho^{1} d \rho^{\prime}=1-\frac{3 v^{\prime} 3}{4 \pi} .
\]
\(\therefore\) Chance that the aecond arrow is without the region PNSR is
\[
1-\left(1-\frac{8_{1}, 8}{4 \pi}\right)=\frac{8_{1} / 8}{4 \pi} .
\]

Let \(\mathbf{O}\) be the center of the target and \(\boldsymbol{A}\) the position of one of the arrowe. a if the distance between the srrows is greater than nediae, \(a\), the other arrow must lie outoide the are \(y\) drawn from \(A\) as center and radius \(n\). If \(A O=x\), urea of the surface outside of the are \(B E C\) is
\[
S=2 a^{2} \sin ^{-1}\left(\frac{x}{2 a}\right)+\xi x\left(4 a^{t}-x^{e}\right)^{4}
\]

The probability that the one armw in at the dise \(x\) from the center ia \(2 \pi x d x+a^{2} \pi=2 x d x+a^{2}\). The probability that the
other is on the surfince outtide the are \(B E O\) is \(\$+a^{2} \pi\). Hence the required probability is
\[
P=\frac{2}{a^{4} \pi} \int_{0}^{\pi} 8 x d x . \quad \text { Pat } x=2 a \sin \theta
\]
\[
\text { Then } P=\frac{16}{\pi} \int_{0}^{2 \pi}(\theta+\sin \theta \cos \theta) \sin \theta \cos \theta=8, ~ 8 / 4 \pi .
\]

Let \(P, Q\) be the arrown, \(8 Q=x, P Q=y, S T=4, O R=8, \angle D O R=0\), \(0 A=a\).

An element of aree at \(Q\) is dedx; at \(P\), yd \(\theta d y\).
The limits of \(x\) and 0 are \(u-a\); of \(y, u-x\) and \(a\), and doubled ; of \(z, 0\) and \(\} a_{V} 3\), and doubled ; of \(\theta, 0\) and \(\frac{1}{2} \pi\), and donbled. \(\Delta=\) chance, \(u=2 \sqrt{a^{2}-8^{1}}\).
\[
\begin{aligned}
& \therefore \Delta=\frac{8}{\pi^{4} a^{4}} \int_{0}^{j \pi} \int_{0}^{4-\sqrt{4}} \int_{0}^{\pi-a} \int_{0}^{4-y} d \theta d x y d x d y \\
& =\frac{4}{\pi^{2} a^{4}} \int_{0}^{1} \int_{0}^{4-r^{4}} \int_{0}^{\pi-a}\left\{(u-x)^{i}-a^{2}\right\} d \theta d e d x \\
& =\frac{4}{8 \pi^{3} a^{4}} \int_{0}^{1=} \int_{0}^{4 a z}\left(u^{2}+2 a^{2}-8 a^{2} u\right) d \theta d \varepsilon=\frac{3 \sqrt{3}}{2 \pi^{3}} \int_{0}^{4} d \theta=\frac{8 / 8}{4 \pi} .
\end{aligned}
\]


\section*{MISCELLANEOUS.}


\section*{BOLUTIONE OF PDOBLETES.}
䐜, Turas.

Given a variable parallelogram \(A B C P\), where \(P\) remains fixed. \(A\) moved on an frrect ular plane curve (closed) and \(C\) moves on another jrregular plane ourve (aloned) whowe plane is parallel to the plane of (A) curve. The generator PC moves completaly around and returns to tite initial poation, \(A B\) always moving parallel to \(P C\), and, of courme, retorris to ita initial position. If distance batween planes ( \(A\) ) and ( \(C\) ) \(=k\), show by elementary mathematics and without using theorem of Koppe that volume of solid generated by variable parallelogram \(A B C P=A\) (aren generated by \(A P+\) area generated by \(B C\) ).

Let \((A)=\) area generated by \(P A ;(B)=\) area curve generated by \(B ;(C)\) - area curve generated by \(C\).

Project area ( \(A\) ) orthogonally on plane of ( \(B\) ) and (C). Then by Elliott's Extension of Holditch's Theorem
\[
S=x(A)+y(B)-x y(C)
\]
where \(x+y=1\), and \(x\) and \(y\) are the radii in which the section \(S\) divides the generator. Make \(x=y=1\).
\[
\therefore S_{q}=\left\{(A)+\frac{q}{}(B)-\right\}(C) .
\]

Bat by Newton's formula, \(V=\) volume of whole solid
\[
=t H\left\{(A)+4 S_{i}+(B)\right\}=H\left\{\begin{array}{l}
\text { it } \\
\hline(B)+(A)]-t(C)\} .
\end{array}\right.
\]

Volume of cone \(=\boldsymbol{\xi} H(C) . \quad \therefore\) Volume generated by
\[
A P C B=\{H\{(A)+[(B)-(C)]\}=\{H\{\text { area } A P+\text { area } B C\}
\]
 Ioce, Sarta Roma, Oaltlornia ; P. O., Sobastopol, Califoraia.

To an observer whose latitude is 40 degrees north, what is the sidereal time when Fomalhout and Antares have the same altitude: taking the Right Ascension and Declination of the former to be 22 hours, 52 minntes, -30 degrees, 12 minutes; of the latter, 16 hours, 23 minutes, \(\mathbf{- 2 8}\) degrees, 12 minutes?
II. Solation (continued) by G. B. M. ZERR, A. M., Ph. D., Texarkana, Arkansac.
\(h=130^{\circ} 4^{\prime} 57^{\prime \prime}\) for upper meridian.
\(\therefore 180^{\circ}-130^{\circ} 4^{\prime} 57^{\prime \prime}=49^{\circ} 55^{\prime} 3^{\prime \prime}=h\), for lower meridian.
\(\therefore h=3\) hours, 19 minutes, 40.2 seconds.
\(\therefore\) sidereal time for equal altitudes on latitude \(40^{\circ}\) south is \(\alpha-h=19\) hours, 32 minutes, 19.8 seconds.
\(a-h-12=7\) hours, 32 minutes, 19.8 seconds is sidereal time on upper meridian at same moment.

Dr. S. Hart \({ }^{*}\) Wright communicated to me the following rather startling discovery which is probably responsible for the problem: The arc of a great circle passing to and between the two stars actually passed through the Nadir. Now when the stars are of equal altitudes they are equally distant from the Nadir as well as from the Zenith.
\(\therefore\) The arc between them \(=82^{\circ} 51^{\prime} 52.5^{\prime \prime}\) must be bisected, each being \(41^{\circ}\) \(25^{\circ} 564^{\prime \prime}\).

These facts, if they had been stated, would have made the problem quite simple.

See problem and solution in August-September number.

\title{
PROBLEIES FOR SOLUTION.
}

\section*{ARITHMETIC.}
 Peansylvania.

A man owes me \(\$ 200\) due in 2 years, and I owe him \(\$ 100\) due in 4 years; when can he pay me \(\$ 100\) to settle the account equitably, money being worth \(6 \%\) ?
78. Proposed by W. H. CAPIER, Profeacor of Mathematica, Centenary College of Lepiciane, Jechiom, Louictana.

Though the length of my field is 1-7 longer than my neighbor's, and ite quality is 14 better, yet as its breadth is \(1-4\) less, his is worth \(\$ 500\) more than mine. What is mine worth? Encyclopedia Brittanica.
78. Proposed by IEHSOM 8. RORAY, South Jersey Institute, Bridgeton, Mow Jereas.

I would like to change problem 70, Arithmetic, to read as follows and have it proposed for solution :

A owes me \(\$ 100\) due in 2 jears, and I owe him \(\$ 200\) due in 4 jears. When can I pay him \(\$ 100\) to settle the account equitably, money being worth \(6 \%\), and the incereat to draw interest until the time of settlement \(?\)

Solve by simple arithmetic without the aid of algebraic symbols.
74. Proposed by JOEN T. FAIRCEIND, Principal of Crawis College, Orawis Collego, Owio.

When U. S. bonds are quoted in London at 1083 and in Philadelphia at 1124, exchange \(\$ 4.894\), gold quoted at 107 , how much more was a \(\$ 1000\) U. 8. bond worth in London than in Philadelphia?

\section*{ALGEBRA.}

Solve according to the conditions given :
\[
\overline{x+1}+\sqrt{x}=\frac{3}{\sqrt{1+x}}
\]

First, square without transposing and then solve ; second, transpose \(\sqrt{\overline{x+1}}\) and then solve. Obtain the same roots as in the first way of solving.
76. Proposed by B. F. BURLESSOM, Ondid Ceatle, Mow Iork.

Mr. B's farm is in shape a quadrilateral, both inscriptible and circumscriptible, and contains an area of \(k=10752\) square rods. The square described on the radius of its inscribed circle contains \(r^{2}=2304\) square rods; while the square described on the radius of its circumscribed circle contains an area of \(R^{2}=7345\) square rods. Required the lengths of the sides of his farm.
76. Proposed by E. B. E8COIT, Fellot in Mathomatice, Uaiveratty of Chieago, Chicapo, Inisole.

Prove the identities
\[
\begin{aligned}
& 2-v^{\prime} 2=\frac{1}{2}+\frac{1}{2^{8} .3}+\frac{1}{2^{3} .3 .17}+\frac{1}{2^{4} .3 .17 .577} \ldots \ldots \\
& \frac{5-v^{\prime} 5}{2}=\left\{+\frac{1}{8}+\frac{1}{3.7}+\frac{1 .}{3.7 .47}+\frac{1}{3.7 .47 .2207} \ldots \ldots\right.
\end{aligned}
\]
77. Propeaed by G. I. HOPIIBS, Instructor in Mathomatice and Physies in Bigh Sohool, Manohester, - Iampahire.

Solve the equation, \(\left(6 x^{2}+x-3\right)^{2}-48^{2}=(x+15)^{2}\).

\section*{GEOMETAY.}
60. Propead by WILLIAY 8TMDCOID8, M. A., Profeceor of Mathematios and Aatronomy in Puoilic Colce, Sarata Roan, Culfifornia ; P. O., Sobastopol, California.

To divide a square card into right-lined sections in a manner, that a rectngle of a given breadth can be formed from the sections; likewise, form a square om a rectangular card.
70. Propeed by WILTMAX BOOVER, A. M., Ph. D., Profeccor of Mathematioe and Aatronomy' in OMfo eiverdity, Atheas, Ohio.

Prove that the locus of the center of the circle which passes through the ertex of a parabola and through its intersections with a normal chord is the parbola \(2 y^{2}=a x-a^{2}\), the equation to the given parabola being \(y^{2}=4 a x\).
71. Prove by pure geometry : A perpendicular at the middle point, \(M_{a}\), of be side \(B C\) of the triangle \(A B C\) meets the circumcircle in \(A^{\prime}\). On this perpenicular \(A^{\prime \prime}\) and \(A^{\prime \prime \prime}\) are taken so that \(M_{\sigma} A^{\prime \prime}=M_{a} A^{\prime}\) and \(A^{\prime \prime} A^{\prime \prime \prime}=A H\). ( \(H\) is the rthocenter of triangle \(A B C\) ). Prove that \(A^{\prime \prime \prime}\) is on the circumcircle. Aqon.
72. Propeaed by O. W. ATHZOMI, M. Se., Profecsor of Mathomatics, Columbian Oniversity, Weshing1. D. C.

If a line with its extremities upon two curves move in any manner whatver, (the line may vary in length), and \(P\) a point upon the line which divides it 3 the ratio \(m: n\) describe a curve, the area of this curve will be given by he formula-
\[
A=\frac{\left(m^{2}+n m\right) A_{1}+\left(n^{2}+m n\right) A_{2}-n m A_{3}}{(m+n)^{2}} .
\]
73. Prove by pure geometry: (1) \(A^{\prime}, B^{\prime}\), and \(C^{\prime}\) are the middle points \(f\) the arcs \(B C, C A\), and \(A B\) respectively. With these points as centers, circles re described passing through \(B\) and \(C, C\) and \(A\), and \(A\) and \(B\) respectively. rove that these circles intersect in \(O\), the center of the incircle of the triangle \(B C\); (2), that 0 , the center of the incircle, is Nagel's point of the triangle rmed by joining the middle points of the sides.

Anonymous.

\section*{CALCULUS.}
61. Propeed by W. H. CAPTZR, Profeesor of Mathematice, Contoaary Colloge of Loniaiana, Jeckeon, uidana.

If \(r=a s i n n 0\) is the polar equation of a curve, show (1) that the curve consists of \(n\) or 1 loops according as \(n\) is an odd or an even integer ; (2) that its area is \(\ddagger\) or \(\$\) of the cirimscribing circle according as \(n\) is an add or an even integer.

\section*{62. Propeaed by A. H. HOLMES, Branswick, Maine.}

A bucket is in the form of a frustum of a cone having its smaller end as a base. \(a\) inches in diameter at base and \(b\) inches in diameter at top, and its perpendicula
height is \(c\) inches. It contains water the perpendicular height of which is \(\} c\) inchee. What is the greatest height, from the plane on which the vessel rests, to which the surfece of the water will rise when the bucket is overturned, no allowance being made for the thickness of the material of the bucket.
68. Propoced by B. F. FLIKEL, A. M., Profecsor of Mathematics and Phyaics in Drury Colloge, Epring field, Missouri.

What is the volume removed by boring an auger hole radius \(\boldsymbol{R}\) through a right cylinder radius \(R\), the center of the auger hole to pass at a distance \(c\) from the axis of the cylinder and inclined to the axis at an angle a ?
64. Proposed by E. 8. L00MIS, A. M., Ph. D., Profeesor of Mathematios, Figh Sohool, Cloreland, OHte. Find voltume and surface generated by revolving about \(y\), the catenary \(y=1 a(e x \backslash a+e-x \backslash a)\), from \(x=0\) to \(x=a\). [Osborne's Calculus, page 255, example 8.]

\section*{MECHANICS.}
48. Proposed by G. B. M. zERR, A. M.. Ph. D., Texarkana, Artansas, Teras.

Two equal heavy rings connected by a string passing over a peg at the focus of a conic section will be in equilibrium at all points on the curve.
49. Proposed by O. W. AITHOII, M. Se., Professor of Mathematies, Colembian Oniveraity, Wachins ton. D. C.

A rectangular stick of timber of known dimensions is placed upon a platiform of given height in a vertical position with the center above the edge of platform, and slightly displaced from the vertical. Where and in what manner will it atrike the ground.
50. Proposed by J. 8CHEFFER, A. M., Hagerstown, Maryland.

A plane quadrilateral \(A B C D\) in the vertical wall of a cistern, filled with water, hes its four vertices \(A, B, C, D\) at the distances 10 feet, 4 feet, 5 feet, and 7 feet respectively, from the surface of the water. The projections of \(A B, B C\), and \(C D\) upon the surface are respectively 2 feet, 3 feet, and 1 foot. Find the pressure of the water upon the quadrilateral, and the position of the center of mean pressure.

\author{
61. Proposed by H. C. WHITARER, A. M., Ph. D., Profeasor of Mathematios, Manual Training sehoel, Philadelphia, Penasylvania. \\ " Swift of foot was Hiawathe. \\ He could shoot an arrow from him And run forward with such feetness \\ That the arrow fell behlnd him! \\ Etrong of arm was Hiawatha; \\ He could shoot ten arrows upward \\ 8hoot them with such strength and swiftness \\ That the tenth had left the bowstring \\ Ere the irst to earth had fallen." Lompfollow.
}

Assuming Hiawatha to have been able to shoot an arrow every second and to have aimed when not shooting vertically so that the arrow might have the longest range; what was Hiawatha's time in a hundred yards?

\section*{AVERAGE AND PROBABILITY.}
47. Proposed by HisikI Emat0i, M. 8o., Atleatic, Iowa.

What is the average length of the chords that may be drawn from one extremity of the major axis of an ellipse to every point of the curve?
48. Proposed by P. H. PHILBRICK, C. E., Pineville, Lonidiana.
\(A, B, C_{0} D\), and \(E\) play with dice, each throwing three, three successive times, for a stake \(a\). \(A, B\), and \(C\) throw ; \(C\) throwing the highest, 52 . What is his expectation?
 seld, misecari.

A square whose side is \(2 a\) and an equilateral triangle whose altitude is \(8 a\) are fastened together at their centers, but otherwise free to move. If they are thrown on a floor at random, what is the average area common to both?
60. Fropoeed by G. B. M. ZERR, A. M., Ph. D., Tomerkana, Artaneac-Texas.

Find (1), the ayerage length of all straight lines having a given direction, between 0 and \(a\); (2), the average length of chords drawn from one extremity of the diameter a of a semi-circle to all points in the semi-circumference ; and (8), find the average area of all triangles formed by a straight line of constant length \(a\) sliding between two straight lines at right angles.
[Bolutions of these problems should be sent to the editors of the reapective departmenta on or before february \(1,180 \%\).

\section*{EDITORIALS.}

Our valued contributor, Prof. O. W. Anthony, has been elected Professor of Mathematics in the Columbian University, Washington, D. C.

James F. Lawrence, I. F. Yothers, G. B. M. Zerr, J. C. Corbin, Frederick R. Honey, H. C. Wilkes, and Nelson S. Roray should have received credit for solving Nos. 66, 67, 68, and 69, Department of Arithmetic. O. W. Anthony should have received credit for solving No. 63, Department of Geometry. We wish to state again that all solutions, to receive credit, should be sent to the proper editor ; but this remark does not apply to the above persons.

The Monthly will soon begin its fourth volume. Will not every one of ite old subscribers try and secure one new subscriber for the coming year? Send us names of persons likely to subscribe and we shall take pleasure in sending them sample copies. Persons sending us three new subscribers and remitting us \(\mathbf{8 6 . 0 0}\) will receive a years subscription as a premium.

Some of our readers have suggested that we publish in groups portraits of our contributors. If this suggestion meets the approval of our contributors, we shall be pleased to receive photos which we will have grouped by one of the best artists in Springfield, and shall furnish the plates at cost to us. We shall be pleased to hear from the contributors to the Monthly in reference to this matter.

A letter from Dr. Halsted dated November 27th, 1896, says, "For four months I was buried in the uttermost parts of Hungary, Russia, and Siberia, and am just getting used to English again. I made many important finds and had many strange experiences." There are few other Americans whose tràvels in Russia would have been as important to the Non-Euclidean Geometry as this trip of Dr. Halsted's. He is already working on some very important translations which will soon be made known for the first time to English speaking mathematicians.

Elements of Mechanics, Including Kenematics, Kinetics, and Statics, with Applications. By Thomas Wallace Wright, M. A., Ph. D., Professor in Union College. 8vo. Cloth, 372 pages. Price, 82.50. New York: D. Van Nostrand Company.

This is a completely rewritten edition of the author's Text-book of Mechanica. The same general plan has been followed, but many changes in detail have made, 00 the book comes before the public with a new name. In this book much use is made of the graphicel method; machines are discussed in great detail ; the important subjects of occillation and rotation have been treated with more fullness than is usual in an elementary treatise Numerous well chosen problems are appended to the discussion, while at the end of each chapter is added a series of examination questions. Historical notes are freely interepersed to add a more live interest to the subject. This is a very excellent book and we very heartily recommend it to teachers desiring a good work on Mechanics. B. F. F.

The Elements of Physics. A College Text-book. By Edward L. Nichols and William S. Franklin. In three volumes, Vol. II. Electricity and Magnet ism. 8vo. Cloth, ix and 272 pages. Price, 81.50. New York: The Macmillan Co.

In the study of this excellent work a knowledge of the elementary principles of the calculus and quaternions is required. This fact will preclude its use in many colleges. The authors recognizing, however, that there is a growing tendency among the best collegea to increase the requirements in mathematics, these colleges realizing that the divoipline received from the study of mathematics is not excelled by any other branch of study, have not slurred over certain parts of Physics containing real and unavoidnble difficultiea. Nor have those portions containing these difficulties been omitted, but they have been faced frankly; the statements involving them having been reduced to the simpleat form which is compatible with accuracy. Colleges in which only one course is offered in Physics should at once so adjust their courses of study as to make it possible to use a text-book such as the one before us, as a course of Physics pursued in accordance with the plan of this work will be of infinitely more value both from a practical and an educational point of view, than two or three popular courses requiring only a knowledge of Elementary Algebra and Geometry.
B. F. F.

Elements of Plane and Spherical Trigonmetry. By C. W. Crockett, Professor of Mathematics and Astronomy, Renssellaer Polytechnic Institute, Troy, New York. Large \(8 v o\). Cloth, 142 pages and 120 pages of tables. Price, \$1.25. New York and Chicago : American Book Company.

This work is fully up to the standard of good text-books. It contains a full course in Plane and Spherical Trigonometry; in fact, all that is needed in a course in the beet schools and colleges. There are many examples and illustrations. The typographical and mechanical execution of the work is first-clacs.
B. F. F.

Darwinisın and Non-Euclidean Geometry. Reprint from the Bulletin de La Société Physico-Mathématique de Kasan. Tome VI. No. 3-4. By Dr. George Bruce Halsted. Pamphlet, 4 pages.

This interesting article seems to have been written by Dr. Halsted while visiting at Kasan in July and August of last summer. In his travels he explored many libraries and made many important finds.
B. F. F.

The Maine Farner's Almanac for 1897.
Through the courtesy of Prof. William Hoover, of Athens, Ohio, we received a copy of this noted little Almanac, which, among other important and useful information, cooptains two pages devoted to Mathematical Questions and Solutions. The price of the A1manac is 10 cents.
B. F. F.

Priemoidal Formulae, with Special Derivation of Two-Term Formulae. By Thomas U. Taylor, C. E. (University of Virginia), M. C. E. (Cornell), Associate Profeseor of Applied Mathematics, University of Texas. Pamphlet, 55 pages.

This paper, which was read before the Teras Academy of Science, March, 1896, adds some valuable material to the literature of Prismoidal Formulae. B. F. F.

Mathematical Questions and Solutions. From the "Educational Times," with an Appendix. Fdited. by W. J. C. Miller, B. A. Vol. LXV., 8vo. Boards, 128 pages. Francis Hodgeon, 89 Farringdon Street, E. C., London.

This valuable reprint contains solutions of about 165 problems. Our readers who socare it will find many interesting problems with their solutions. The price is 5 ., 8d., pootpeld. J. M. C.

Elementary Hydro-Statics. University Tutorial Series. By William Briggs and G. H. Bryan. Cloth, 208 pages. Price, 50 cents. New York : W. B. Clive, 65 Fifth Avenue.

This work is written in a suggestive and attractive manner. In scope and in method \(H\) is admirably adapted to class use as an elementary text. In the examples resulte are deduced from first principles, and thus the student is not lead to rely on memory for his formulac. The new features are good, the examples are numerous and well selected, and the topical index convenient and useful.
J. M. C.

Inductive Manual of Straight Line and Circle. By William J. Meyers, Professor of Mathematics, 8tate Agricultural College of Colorado. Published by the Author, Fort Collins, Colorado, 1896. 113 pages. Price, 60 cents.

The fundamental idea of the book seems to be to furnish the student the tools and material, and by the aid of helpful questions where needed, to have him work up his ideas for himself, in all cases leaving some actual work and thought to the student himself. As distinguiching features we notice: \(\Delta\) constant effort to keep prominent the connection between geometrical relations and their applications in the arts; the early introduction and nse of the notions of locus and of symmetry; distinction between the obverse and reverse of plane figures ; and the closeness of relation between regular chains, polygons, and the circle. There are numerous exercises and problems. It must be left to actual trial to determine its adeptation to class use.
J. M. C.

The Alumasi Bulletin of the University of Virginia, for November, contains an appreciative sketch, with portrait, of our esteemed subscriber, Professor Charles Scott Venable, LL. D., who lately retired from the head professorship of mathematics at the University of Virginia, a position he has held for over thirty years.
J. M. C.

We have received the following valuable papers, in pamphlet form, from Dr. Artemas Martin, editor of the Mathematical Magazine: "About Cube Numbers whose Sum is a Cube Number"; About Biquadrate Numbers whose Sum is a Biquadrate Number'; Notes about Square Numbers whose Sum is either a Square or the Sum of other Squares"; On Fifth-Yower Numbers whose Sum is a Fifth Power"; and "Solutions of the 'Duck' Problem." Those interested in the subjects of which these papers treat cannot afford to miss them.

The last number of the Magazine, issued in May, 1808, contains the paper on Biquadrate Numbers, and the second installment of that on Cube Numbers. Three interesting problems are solved and ten new ones are proposed.
J. M. C.

The following periodicals have been received : Journal de Mathématiques Elémentaires, (1er December, 1896) ; American Journal of Mathematics, (Octo ber, 1896) ; The Mathematical Gazette, (October, 1896) ; L' Intermediare dee Mathématiciens, (November, 1896) ; Miscellaneous Notes and Queries, (December) ; The Kansas University Quarterly, (October, 1896), The Monist, (October, 1896) ; Bulletin of the American Mathematical Socrety, (December, 1896) ; The Educational Times, (November, 1896); The Mathematical Review, (July, 1896); The Mathematical Magazine, (No. 10, issued in May, 1896) ; .Annals of Mathomatics, (September, 1896). J. M. C.


\section*{Errata.}

On page 221, for "numbers" read terme in line 16.
In solution of problem 42, page 220, the part under Example 2, reading, "For \(p-q, a=9 / 2, b=13 / 2\), etc.," should be under Example 1, to tally with "for \(p+q\), etc."

Page 234, line 5, for " \(\rho-\mathrm{l}\) " read \(\rho-1\).
Page 234, line 5, for \(\overline{\rho+\rho}\) " read \(\rho+1 \cdot \bar{\rho}\).
Page 243, line 5, omit decimal point in denominator.
Page 258, in Figure, read \(D\) for " \(B\) " and \(B\) for " \(D\) ".
Page 259, multiply the numerator of the right hand member in the value of \(p\) by 2 .

Page 288, problem 38, the figure is wrong. The arc \(C E\) should be paralld to \(B A\), as the solution says. Also, \(B C\), which is an arc of the horizon, should be in a level plane.
-
-
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\section*{ARITHMETIC.}

Account, A owes me \(\$ 100\) due in 2 years, and I owe him \(\$ 200\) due in 4 years,
when can I pay him \(\$ 100\) to settle equitably ? No. \(70 \ldots . . . . . . . .\). 12-18
Account, if he owes me \$200 and I owe him \$100, when he can pay \(\$ 100\) to set- tle. No. 71 ..... 60
Acconnt, same as No. 70, except that interest draws interest to time of eot- tlement. No. 78. ..... 87
Bonds, how much more, quotatiotions given, was a \(\$ 1000\) U. S. bond worth in London than in Philadelphia. No. 74. ..... 108, 146
Cask, how much water in wine cask after drawing and supplying water, and then drawing mirture and adding wine. No. 80. ..... 176-177
Cattle, to find how many horses, eows and sheep a Texan owns. No. 78 ..... 147, 210
Elephants, to divide an estate of 17, among three sons. No. 76 ..... 100
Field, length and quality given, to find worth. No. 72. ..... 50-51
Gold pieces, to find how many \(\$ 20\) pieces in a room. No. 79. ..... 175-178
Notes, what must be paid on certain date for three notes of same date, due at different times, to realize \(8 \%\) compound interest on investment. No. 8Sun, to find distance body will fall in first second, on the sun. No. 81200
Train, time to.count clicking of rails under, that number counted may equal speed of train in miles per hour. No. 77 ..... 146-147
Traveling, to find find distance traveled by each of two men. No. 82 ..... 200-210
Trench, men digging, for loaves, to find worth of barrel of fiour, in problem in proportion. No. 75 ..... 100
ALGEBRA.
Algebraic equation, prove that \(x^{n} \pm x^{n-1}+x^{n-2} \pm \ldots \ldots+( \pm 1)^{n-1} x+( \pm 1)^{n}=\) \(\left(x_{\mp}\right)^{n} \pm A\left(x_{\mp}\right)^{n-1}+B\left(x_{\mp} 1\right)^{n-2} \pm \ldots \ldots+( \pm 1)^{n} x\). No. 69 ..... 58-54
Equation, in \(\gamma(a+x)+\gamma(a-x)=\gamma\), to find \(x\). No. 70 ..... 147-140
Limit, to find limit of given expression, when \(x=0\). No. 71 ..... 149-150
Prove that \([2 \sqrt{2+\sqrt{8}}] /[4+\sqrt{ } 6-\sqrt{ } 2]=\sqrt{ } 6-\sqrt{ } 2+\sqrt{ } 8-2\). No. 72 ..... 210-211
Quadrilateral farm, inscriptible and circumscriptible, with area, etc., given, \({ }^{\circ}\) to find sides of farm. No. 75 ..... 815-818
Series, sum to \(n\) terms, \(n \cos \theta+(n-1) \cos 20+(n-2) \cos 30\), etc. No. 68 ..... 51-58
Solve according to given conditions: \(\sqrt{\overline{x+1}}+\sqrt{x}=3 / \sqrt{1+x}\). No. 74 ..... 814-815
Worth, to find of each of 5 persons, under conditions given in the problem. No. 73 ..... 211-212
GEOMETRY.
Aley's problems involving proofs in the geometry of the triangle. Nos. 71,73, and 74177-178, 178-178
Card, to divide a square, into right-lined sections, that a given rectangle can be formed from them ; likewise, a square from a rectangular card. No. 00 150-152
Carpet, to find length of piece that can be placed diagonally in room. No. 67 ..... 87-80
Circle, divided at \(A, A_{1}, A_{2}, A_{8} \ldots .\). into \(n\) equal parts, has diameterthrough \(A\) and \(O\) joined with points of division, to prove that OA1 -OAs\(+0 A_{8}-\mathrm{OA}_{4}+\ldots \ldots \pm \mathrm{OA}_{\mathrm{g}}(n=1)\). No. 68110-111
Curve, formula for area of given, to find (unsolved). No. 72 ..... 178
Ellipse, to find area of, which is isogonal conjugate to a given straight line with respect to given triangle. No. 77 ..... 214-215
Hyperbola, locus of points whose polars with respect to a given parabola touch circle of curvature at vertex is an equilateral. No. 68 . ..... 15-16
Locus of ultimate intersections of plane, passing through ( \(0,0, c\) ) and touch- ing circle \(x^{2}+y^{2}=a^{2}, z=0\). No. 75 . ..... 180-181
Normals to parabola, required number that can be drawn from any point. No. 78 ..... 270-278
Parabola, to prove that locus of center of circle which passes through vertex of \(a\), and through its intersections with a normal chord is the parabola \(2 y^{2}\) \(=a x-a^{2}\). No. 70 ..... 111-112
Quadrilateral, sides given, and diagonals equal, to find them, and aleo area. No. 48 ..... 50-58
Quadrilateral, to construct of given area, the diagonals given, cutting each other in given ratios, and at given angle. No. 79 ..... 278-279
Ratio of \(A O\) to \(O A^{\prime}\), where \(O\) is center of inscribed circle, and \(A O\) produced meets circumcirale in \(A^{\prime}\). No. 74 ..... 179
Steiner's ellipee, axes of, are parallel to Simson's lines belonging to extrem- ities of Brocard's Diameter. No. 65 ..... 18-15
Triangular piece of land, to find dimensions of, when lines from point with- in, to angles, etc., given. No. 76 ..... 212-218
CALOULUS.
Bucket, in form of frustum of cone. with diameters at base and top, and its perpendicular height, given, to find height to which water contained there- in will rise when bucket is overturned. No. 62 ..... 810-823
Cardioid, to find length of closed curve of, its area, maximum longitndinal circumference of solid generated, if made to revolve about its axis, etc. No. 56 ..... 19-21
Curve, polar equation given, to find loops and area. No. 61 ..... 818-819
Differential equation solved. No. 59. ..... 216-217
Horse tethered by rope to post in circular fence around circular piece of ground, to find ground fed over. No. 55 ..... 16-18
Leal of strophoid, in leal of, find axis of inscribed leaf of lemniscate, and in leaf of lemniscate find axis of inscribed leaf of strophoid. No. 49 ..... 152-155
Method for finding locus of intersection of two lines, one of which passes through a fixed point and rotates uniformly about this point, and the oth- er passes through a point which moves uniformly along the are of a given circle, and rotates about this point. No. 58 ..... 89-80
Solve the equation \(\left(1+x^{2}\right) d^{2} y / d x^{2}-(2 x) d y / d x+2 y=0\). No. 57 ..... 56-57
Sphere-cone, to remove given part of sphere by conical hole, whose axis is that of sphere, and vertex at surface of same, and find height of cone and diameter of its base. No. 60 ..... 217-218
MECHANICS.
Ball, particle, motion of, at given latitude, if earth a perfect sphere with frictionless surface. No. 41 ..... 59-00
Cannon-ball, projected upward with given velocity, to find height to which will rise and the time of fight. No. 45 ..... 118
Cassinian oval, to find law of the force that the orbit may be. No. 40 ..... 22
Chain, if a, of given length is hung over a smooth peg with one end higher than the other and let go, to find time chain will run off the pin. No. 52. . ..... 279-281
Equilibrium, position of, of center of triangle, whose sides repulse a center of force with an intensity that varies inversely as the distance of center of force from each side. No. 44 ..... 155-157
Hiawatha, to find how "swift of foot." No. 51 ..... 220-221
Lens, focus of convex surface of a plano-convex, which will converge parallel monochromatic rays to a given focus. No. 47 ..... 115
Locus of center of gravity, to find, of an arc of constant length for a para- bola. No. 53 ..... 281
Quadrilateral, to find pressure of water upon in given problem, and the pos- ition of the center of mean pressure. No 50 ..... 219-220
Rings, two equal heavy, connected by string over a peg at focus of a conic, will be in equilibrium at all points on the curve. No. 48 ..... 116
Stick of timber, rectangular, of known dimensions, placed on platform, etc., when and in what manner will strike the ground. No. 40 ..... 181-188
Vibration of particle, to find time of, slightly displaced from center of a sol- id cylinder in direction of axis. No. 42. ..... 22-28
Weights, two rest on concave side of a parabola whose axis is horizontal, and are connected by a string over a peg at fócus. No. 48 ..... C0-92
Woman-moon, how long for old lady to go up, "if tossed in a basket ninety times as high as the moon." No. 48 ..... 114-115
DIOPHANTINE ANALYSIS.
Field, to find sides and area of rectangular, enclosed with fence and subdi- vided by fences on both diagonals. No. 49 ..... 184
Least values, to find, of \(x\) and \(y\) in integers, in \(x^{2}-1144 y^{2}=\mp 8\). No. 63. ..... 281-288
"Magic Square," prove that a, of 8 integral elements, whose rows, columns, multiple of three. No. 52 ..... 180
Number, if any positive integral, be divided by another, with remainder of one, then any positive integral power of first divided by second, will leave a remainder 1. No. 48 ..... 28-20
Parallelopiped, edges of a rectangular, within 1 of a given proportion, etc., to find integral values for \(x\). No. 50 ..... 188-187
Series of values, find two, for \(x\) in integral terms of \(a\) and \(b\), in the expression \(2 x^{2}-2 a x+b^{2}\). No. 54 ..... 282-203
Sum of two consecutive integral squares equals a square, to find six sets of values. No. 47 ..... 24-28
Triangular square numbers, the difference between the roots of two succes- sive triangular numbers, that are also square numbers, equals the sum of two successive integral numbers, the sum of whose squares will be a square number. No. 51 ..... 180-18
AVERAGE AND PROBABILITY.
Average length of chords drawn from every point of circumference in circle of given radius, through a point a given dist. from center, etc. No. 4898 , ..... 117-118
Base ball, to find the probability of either team winning, when score at end of fifth inning is given. No. 45 ..... 118-111
Chance that sixteenth day will be cloudy, if clear for fifteen consecutive days. No. 55 ..... 28
Church, probability that \(A\) and \(B\) will be at, and \(C\) not, when previous at- tendance of each is given. No. 42 ..... 30
Chords, average length of all, that may be drawn from one extremity of the major axis of an ellipse, if drawn at equal angular intervals. No. 44 ..... 99-9
Circular field, to find chance that at least two of four men, starting from random points on circumference, at random courses, across it, will meet. No. 46 ..... 110
Desert, to find probability that a man at center of circular, will be off in a given time. No. 39 29, 00-61, ..... 120
Dice, to find expectations of one of the players. No. 48 ..... 100
Ellipse, to find average length of the chords drawn by joining every point of, with every other point. No. 40. ..... 20-80
Ellipse, to find average length of the chords that may be drawn from one ex- tremity of the major axis to every point of the curve. No. 47 ..... 110
Man at center of circle, when diameter equals three of his steps, to find the probability that he will step outside of circle at two, and also at three stepe. No. 64. ..... 285-28
Mean area of divisions, when line drawn at random across the chord and given arc of circular segment. No. 41 ..... 30
Notes on problem No. 38 ..... 119-120
Segment, find average volume of, cut off from sphere by plane. No. 57 ..... 192-183
Sentences, chances two pupils will translate words in, from Latin, in same order. No. 88 (unsolved) ..... 68
Straight line, chance that no part greater than \(b\), if one of given length is divided into three parts by two points taken at random. No. 52 ..... 221-222
Square and triangle, to find average arc common to both, if fastened togeth- er and thrown on floor at random. No. 49 ..... 191
Triangles-lines-chords, to find average area and length, respectively, in the given problem.. No. 50 ..... 191-183
MISOELLANEOUS.
Centroid to give general proof that, determines that point from which sum of distance to all other points of a given area is the minimum. No. 49 ..... 285
Conical section, to find volume of a segment of a right cone, whose diameter and perpendicular is given, if section is parallel with perpendicular of cone and includes \(\&\) of its circumference at base. No. 52 ..... 287-289
Ecliptic, what points of, were rising, setting, and on the meridian, in given latitude and longitude, at given time. No. 47 ..... 228-227
Ellipee, to describe curve marked out by foci, if ellipse confined to one ver- tical plane is suspended from a fixed point in space, coincident with a mov- able point on its circumference. No. 41 ..... 82
Harging bar, to describe and analyze curve traced on wall by two ends of, suspended at two ends by string over peg in perpendicular wall. No. 41.. ..... 81-82
Locus of \(P\), if base \(B C\) of triangle \(A B C\) is \(2 c\), sum of two sides \(2 a\), and \(B P\) alvays perpendicular to \(A B\), and cuts \(A C\) in \(P\). No. 46 ..... 225-228
Moon, in case of mischance, with what force cow jumping over, would have struck Her Lunar Majesty in the face. No. 48 ..... 227
Numbers, required several, each of which when divided by 10 leaves 9 ; by 9 leaves 8, etc. No. 45. ..... 228-224
Path of moon, describe and compute actual of, in July and August, 1896. No. 50 (unsolved) ..... 285
Path of squirrel, to find, when squirrel jumps from top of one tree to top of another of different height. No. 44 ..... 86
Shafts falling, to find time in which each of two cylindrical iron shafts, standing perpendicular at the sea level, fall in still air. No. 40 ..... 81
Stock dealer traveling and buying and selling stock, from data given to find how far he traveled from home the entire trip, cost of each head of stock and entire gain. No. 51 ..... 285-286
Triangle, to find, whose sides and median lines are commensurable. No. 42 ..... 91-05
Triangle, to find, if possible, a right angled, the bisectors of the acute angles of which can be expressed in integral whole numbers. No. 43 ..... 85
Volume of a segment of a right cone, to find when diameter and perpendic- ular of cone are given, if section parallel with perpendicular of cone and includes \(\ddagger\) of its circumference at base. No. 52 ..... 287-289
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\section*{BIOGRAPHY.}

\section*{DE MORGAN.}

BY GEORGE BRUCE HAISTED.

IUGUSTUS DE MORGAN is fortunately a well-known character. The world has an excellent sketch of him by his pupil Jevons in the Encyclopædia Britannica, from which I copy literally some of the preliminary biographic data here given. If I am able to add anything specificnew to this part of the paper, it is from a life-long study of his works, and 2y conversations about him with the great Sylvester, who knew him very mately.

Augustus De Morgan was born in June, 1806, in India. On his mother's
he was descended from James Dodson, F. R. S., author of the Anti-Logamic Canon and other mathematical works of merit, and a friend of De Moivre. Augustus lost one eye in his early infancy, and this prevented his joining in usual games. He read algebra "like a novel," and pricked out equations on school pew instead of listening to the sermons.

When 16 years old he entered Trinity College, Cambridge, and studied his hematics partly under the tuition of Airy, making many friends, including teachers Whewell and Peacock. In 1825 he gained a Trinity Scholarship.

But De Morgan's attention was by no means confined to mathematics, and love of wide reading somewhat interfered with his success in the mathemattripos, in which he took fourth place in 1827, before he had completed his ; year.

He was prevented from taking his M. A. degree, or from obtaining a fel-
lowship, by his conscientious objection to signing the theological teats then required from masters of arts and Fellows at Cambridge. Jevons says, "a strong repugnance to any sectarian restraint upon the freedom of opinion was one of \(D_{e}\) Morgan's most marked characteristics throughout life."

A career in his own university being thus closed against him, on the twenty-third of February, 1828, he was elected Professor of Mathematics in University College, London, and began lecturing at the early age of 22 years.

But the regents of this College claimed the right of dismissing a professor without assigning reasons, and acted upon this principle in dismissing the Professor of Anatomy. Immediately De Morgan resigned in protest. After the regulations were changed he was invited to resume his chair, was reappointed, and served for the next 30 years. His dislike to honorary titles led him to refase the offer of LL. D. from the University of Edinburgh.

In 1866 a discussion arose as to the true interpretation of the principle of religious neutrality avowedly adopted by the College. De Morgan held that any consideration of a candidate's ecclesiastical position or creed or lack of creed was inconsistent with the principle. In protest against a violation of this principle he resigned a second time in a letter dated November 10th, 1866. He was always remarkably free from any touch of sordid self-interest.

As a teacher, De Morgan was particularly gifted. A voluminous writer on mathematics, he contributed essentially to those expansions of the fundamental concepts which have rendered possible the new algebras, such as Quaternions, and have generalized the whole idea of a mathematical algorithm, until now an American produces a thesis entitled "Mathematics the Science of Algorithms."

His logical work alone would give De Morgan lasting fame. Here he stands alongside his immortal contemporary, Boole. The eternally memorable year in the history of Logic was 1847, in which George Boole issued "The Mathematical Analysis of Logic, being an Essay toward a Calculus of "Deductive Reasoning," von Staudt published his "Geometrie der Lage," a mathematics ntterly freed from any idea of quantity, a mathematics strictly qualitative, and \(\mathrm{De}_{0}\) Morgan printed his fundamental treatise, called "Formal Logic ; or, the Calculus of Inference, Necessary and Probable."

The great memoirs produced in \(1850,1858.1860,1863\) are preserved, if buried, in the inaccessible "Cambridge Philosophical Transactions." De Morgan's great combination of logical with mathematical learning, and his prominent position in London, the great metropolis, made him the man to whom resorted all the Circle-Squarers, Angle-Trisectors, Perpetual-Motionists, Triangle-Angle sumers. Adding this curious experience to his great bibliographic knowledge of what had been attempted in that way in the past, he formed a large book called "A Budget of Paradoxes," which is one of the most interesting treatisen ever written on what may be called extended fallacies. This charming book has steadily advanced in market price until I find it cited in Macmillan's Catalogne No. 245 (1086) at fifty shillings per copy.

It was De Morgan who first gave a thorough treatment of contrary, neg.
tive, or contradictory terms, though in just the sense I have heard babies use tbem while learning our language. But remember it is Darwinism that has since taught the world to learn at the feet of babes. Bain says: "According to the true view of contrariety, as given by De Morgan, the negative is a remainder, gained by the subtraction of the positive from the universe ; the negative of \(X\) is \(U-X\), and may be symbolized by a distinct mark, \(x\); whence \(X\) and \(x\) are the opposites under a given universe ; not \(-X\) is \(x\), and not \(-x\) is \(X\)."

Of the separation of logic and mathematic De Morgan says: "The effect has been unfortunate. . . . The sciences of which we speak may be considered either as disciplines of the mind, or as instruments in the investigation of nature and the advancement of the arts. In the former point of view their object is to strengthen the power of logical deduction by frequent examples; to give a view of the difference between reasoning on probable premises and on certain ones by the construction of a body of results which in no case involve any of the uncertainty arising from the previous introduction of what may be false; to establish confidence in abstract reasoning by the exhibition of processes whose results may be verified in many ways; to help in enabling to acquire correct notions of generalization ; to give caution in receiving that which at first sight appears good reasoning ; to instill a correct estimate of the powers of the mind by pointing out the enormous extent of the consequences which may be developed out of a few of its most fundamental notions ; and to give the luxury of pursuing a study in which self-interest cannot lay down premises nor deduce conclusions.

As instruments in the investigation of nature and the advancement of the arts it is the object of these two sciences to find out truth in every matter in which nature is to be investigated, or her powers and those of the mind to be applied to the physical progress of the human race, or their advancement in the knowledge of the material creation."

De Morgan was fond of laughing at the metaphysicians. He says: "We know all about can and cannot from our cradles; we never feel the same assurance about is and is not.

A philosopher, in a dark age, may determine to set out with a knowledge of the naturally possible and impossible; but not even a philusopher ever pretended to set out with a knowledge of the existent and non-existent."

Aristotle and all the old logicians said that the whole of the middle term must be taken in at least one of the premises. As they put it, the middle term must be distributed at least once in the premises, otherwise the minor term may be compared with one part and the major with another part of it. From

Some men are poets, Bome men are Indians,
nothing follows. But the Aristotelians were wrong, as De Morgan clearly showed in his doctrine of Plurative Judgments. For example, if we have given the premises,

\section*{Most men are uneducated, Most men are superntitions,}
according to Aristotle we are not warranted in drawing any conclusion; for the middle term is men, and in neither premise is anything said about all men.

But, in point of fact, we can draw the perfectly valid conclusion,
Some uneducated men are superstitions.
Again Aristotle is contradicled by numerically definite judgments. In these there is inference when the quantities of the middle term in the two premises together exceed the whole quantity of that term.

Lambert first thought of this principle. De Morgan reconceived it and extended its use.

Suppose we grant the premises,
Two-thirds of all adults are women.
The number of women who have been married is never greater than the total number of men. It follows that half the entire number of women are single.

Still, easy and certain as such reasoning is, it may be difficult to a logician trained only in the traditional logic.

In a Princeton "Manual of Logic" the only numerically definite syllogism given was erroneous, and stood so for years. I stated this to the author, and in the latest stereotyped edition it has been changed. The Syllogism he gave was as follows:
" 60 ont of every 100 are unrefecting.
"'60 out of every 100 are restless.
"Therefore, 20 out of every 100 restless persons are unrelecting."
After pointing out to him the fault in what he had been teaching for years, the following has been substituted:

> "00 out of this 100 are unrefecting.
> "co out of this 100 are restless.
> "، \(\therefore\) 20 restless persons are unreflecting."

But De Morgan's greatest work was connected with his development of the Logic of Relatives, independently discovered by Robert Leslie Ellis after reading Boole's "Laws of Thought."

One of De Morgan's last memoirs, in the tenth volume of the "Cambridge Transactions," was on the Logic of Relations, which is, in the mathematical sense, a far-reaching generalization of the old logic. In our modern mathematics everything is generalized as far as possible. Every study of a generalization gives additional power over the particular. We need to go beyond and look back from an elevation.

Any first-rate mathematician working in logic would attempt to generalize, and, in fact, Boole generalized the scholastic logic in a manner entirely different from De Morgan. In De Morgan's view of the subject, the purely formal proposition with judgment wholly void of matter, is seen in "There is the probebility' \(x\) that \(X\) is in the relation \(L\) to \(Y\)." The syllogism is the determination of the relation which exists between two objects of thought by means of the relation
in which each of them stands to some third object which is the middle term. The pure general form of the syllogism, when its premises are absolutely asserted, is as follows: \(X\) is in the relation \(L\) to \(Y, Y\) is in the relation \(M\) to \(Z\); therefore \(X\) is in the relation " \(L\) of \(M\), " compounded of \(L\) and \(M\), to \(Z\). In ordinary logic the actual composition of the relation is made by our consciousness of its transitive character. A relation is transitive when, being compounded with itself, it reproduces itself ; that is, \(L\) is transitive when every \(L\) of \(L\) is \(L\); for example "brother."

Thus De Morgan broke away from that paltry narrowness which asserts that our minds in pure thinking can use nothing but the relation of identity; from the Jevons sophism that thought cannot move because all thought is the substitution of identicals.

So we see that in logic, as in mathematics, we may develop a whole system of theorems about symbols which are to be used in a given manner; and then to make this whole system true of a desired relation or subject matter we have only to show that this relation or subject matter fulfills the few fundamental principles of the system.

De Morgan treated of convertible and inconvertible relatives, repeating relatives; non-repeating relatives, transitive and intransitive relatives, and inaugurated a general system.

To what tremendous estate this system has grown may be seen in the \(\mathbf{6 4 9}\) pages of Ernst Schroeder's Treatise, "Algebra und Logik der Relative;" Leipzig, Teubner, 1895, on whose first page, as founder of the system, stands the name of Augustus De Morgan.

\section*{ON THE SOLUTION OF THE QUADRATIC EQUATION.}

\author{
By G. A. Miller, Ph. D., Paris, France.
}

One of the most important applications of substitution groups occurs in the theory of the solution of algebraic equations. It seems desirable that a fairly complete discussion of the solution of the quadratic equation should precede the study of this application. It is hoped that this discussion will not be without interest in itself even if the facts with which we have to deal are well known. As we shall need a clear idea of the domain of rationality we shall first develop several elementary concepts which involve the notion of groups and naturally lead to the more general concept of the domain of rationality.

Let us first consider the totality of numbers ( \(T_{1}\) ) formed by all the positive integers,* each positive integer occurring once and only once. By adding

\footnotetext{
We aball throughont confine our attention to the finite. Not only are the numbers to be regarded an finite but the number of times that a given operation is to be performed in also to be considered finite.
}
any one of these to itself or to any other number in \(T_{1}\) we obtain no new number. We may therefore say that \(T_{1}\) forms a group ( \(G_{1}\) ) with respect to addition. It is evident that \(T_{1}\) also forms a group ( \(G_{2}\) ) with respect to multiplication. Each of these two groups contains an indefinite number of subgroups.* To erery subgroup of \(G_{1}\) there corresponds a subgroup of \(G_{2}\) which contains the same numbers but the converse is not true. For instance, all the positive integral powers of any prime number form a subgroup of \(G_{2} \dagger\) but they do not form a subgroup of \(G_{1}\).

We shall not enter upon the discussion of the subgroups found in \(G_{1}\) and \(G_{2}\) but only call attention to a few of the most simple ones. All the even positive integers clearly form a subgroup of both of these groups. We may inquire what is the smallest subgroup that contains any given positive integer \(a\). In \(G_{2}\) this subgroup is \(a^{\alpha}, \alpha=1,2,3, \ldots \ldots\) while in \(G_{1}\) this subgroup is \(\beta a, \beta=1,2,3\),

Hence unity is a subgroup of \(G_{2}\) but not of \(G_{1}\). As \(G\), contains no subgroup that involves unity we may say that it is generated by this element. \(G_{\mathbf{1}}\) is generated by all the prime numbers together with unity.

The totality of negative integers ( \(T_{2}\) also forms a group with respect to ad. dition but it does not form a group with respect to mnltiplication. It is clear that the smallest group with respect to multiplication that contains \(T_{z}\) must alvo contain \(T_{1}\). That is, \(T_{1}+T_{2}=T_{3}\) is a totality which forms a group with resped to multiplication. \(T_{3}\) also forms a group with respect to each of the operations addition and subtraction. The group with respect to subtraction does not contain any subgroup involving either \(T_{1}\) or \(T_{2}\), that with respect to multiplication contains a subgroup that involves \(T_{1}\) but none that involves \(T_{2}\), while that with respect to addition contains a subgroup that includes \(T_{1}\) and also one that includes \(T_{2}\).

Among the numbers which are now in common use those included in \(T_{1}\) are perhaps of special importance as is also indicated by the fact that they are frequently called the natural numbers. In considering the groups which certain totalities of numbers form with respect to given operations it is therefore of spec. ial importance to inquire into the smallest groups that contain \(T_{1}\). We have ald ready seen that with respect to subtraction this smallest group includes other numbers than those contained in \(T_{1}\). Similarly we observe that with respect to division \(\ddagger\) this smallest group includes an additional totality of numbers, vis: the fractions whose numerators and denominators are positive integers.

Instead of inquiring into the smallest totality of numbers that contains \(T_{1}\) and forms a group with respect to a given operation we may also inquire into the smallest totality that contains \(T_{1}\) and forms a group with respect to each of a given number of different operations. For instance, the smallest totality

\footnotetext{
*The term subgroup is used, as usual, to represent a group that is contained in the larger groep in der consideration.
\(\dagger\) For brevity we shall say that certain elemente of a group form a anbgroup inatead of ayying that these elements form a group if they are combined acoording to the same operation as the elementa of the group.
\(\ddagger\) As we have excluded the infinite we are not allowed to divide by 0 . We may regand this an an bron posalble operation in the regtion to which we conine our observations.
}
( \(T_{4}\) ) that contains \(T_{7}\) and forms a group with respect to each of the four fundamental operations-addition, subtraction, multiplication, and division-is that which is formed by all the rational numbers. If we form the smallest totality that contains unity and forms a group with respect to each of these four operations we evidently arrive again at \(T_{4}\). On this account the totality of all the rational numbers is generally called the domain unity. This is the simplest domain of rationality.*

It would be of interest to consider all the different types of subgroups of the groups formed by \(T_{4}\) with respect to the given fundamental operations. We shall not enter into this field as the matter has probably been sufficiently developed for our present purposes. We would remark, however, that a careful study of these matters seems to us to be one of the simplest roads towards forming a clear notion of groups as well as of the domain of rationality.

The operations which we have thus far considered may be represented by the simple equations :
\[
a+b=x, \quad a-b=x, \quad a \times b=x, \quad a+b=x .
\]

We have seen that \(x\) is always a rational number when both \(a\) and \(b\) are such numbers. In other words, we have seen that when we take \(a\) and \(b\) from the totality of numbers represented by \(T_{4}, x\) will also belong to this totality, but when we take \(a\) and \(b\) from one of the other totalities of numbers that have been considered- \(T_{1}, T_{2}, T_{3}\)-we cannot affirm that \(x\) belongs to the same totality in all the equations.

At an early atage in the development of mathematics it became necessary to solve equations of a higher than the first degree. One of the great difficulties which presented itself at this point was the fact that \(T_{4}\) does not form a group with respect to the algebraic operations whose degree exceeds one. As long as these operations can be represented by a binomial equation of the form
\[
x^{n}=a
\]
\(n\) being a positive integer and \(a\) being a positive rational number, the difficulty was not much greater than that which had to be overcome at preceding stages, for the extension of the totality of numbers in such a way as to include irrational numbers does not seem an irrational adventure, even if the association of these numbers with matters of observation is not so direct and evident as it had been in the preceding cases.

\footnotetext{
*The totality of rational functions with Integral coemclents of a given number of determinate or jndeterminate independent quantities ( \(R, R^{\prime}, R^{\prime \prime}, \ldots\). .) is called, after Kronecker, a domain of rationality. In other words, it is the smallest totality that contalas these quantities and forms a group with foapect to the four fundamental operations. In the domaln unity we have clearly only one auch quantity and this is determinate, vis: \(R=1\). We shall soon consider a domaln of one indeterminate quantity or paramoter. Sometimes the given \(R^{\prime}\) 's are deined as indeterminate parameters. According to this definition the domaln unity contalus no parameter. This domaln is clearly generated by any rational finite number except 0 . It may therefore be called the domain \(2,8, \ldots .\). as well as the domaln 1.
}

A much more serious difficulty presented itself when it was required to introduce the operation indicated by the general quadratic equations
\[
\begin{equation*}
x^{2}+b x+c=0 . \tag{A}
\end{equation*}
\]

Even if we take \(b\) and \(c\) from the totality \(T_{1}\) it often happens that we can not find any number among those that have been considered which comes near towards satisfying this equation. Hence the totality of real numbers ( \(T_{5}\) ) can clearly not form a group with respect to this operation. With respect to the four fundamental operations \(T_{6}\) forms a group which contains \(T_{4}\) as a subgroup.

It should however not be inferred that none of the numbers that have been considered form a group with respect to the operation (A). In order that a single number ( \(\alpha\) ) may have this property it is necessary and sufficient that \(x=\alpha\) satisfies the equation
\[
x^{2}+\alpha x+\alpha=0 .
\]

Hence there are two numbers ( \(-\frac{1}{2}\) and 0 ) each of which forms a group with respect to the quadratic equation. 0 also forms a group with respect to the four fundamental operations but \(-\frac{1}{2}\) does not have this property. It should also be observed that when \(\alpha=-\frac{1}{1}\) it is not the only value of \(x\) that satisfies the given equation and that the term group has therefore to used in a somewhat restricted sense when we say that \(-\frac{1}{2}\) forms a group with respect to the quadratic equation.

But, even if it was known that certain special numbers form a group with respect to the operation ( \(A\) ), and, what is more important, that \(x\) belongs to the totality of numbers \(T_{s}\) for a large number of types of \((A)\) yet the matter remained in an unsatisfactory state as long as no totality of numbers was known which includes \(T_{b}\) and forms a group with respect to ( \(A\) ). The struggle for light on this point was a long one, reaching far into our century. We cannot enter into a history of this struggle. It must suffice to state that the triumph was largely due to the elegant geometrical representation of the complex number by means of points in the plane. This was not the first nor last assistance that algebra has received from his sister geometry. On the other hand, algebra has a very brilliant record of services rendered to his ambitious sister.

The importance of the adoption of the complex numbers ( \(T\) ) cannot be fully appreciated if we confine our attention to the quadratic equation. If the general algebraic operations of each of the following degrees had again required equally great extension in the number system this would soon have become exceedingly difficult and the progress in the solution of the algebraic equations could not have been so rapid. The great importance of the adoption of the totality of numbers \(T\) may therefore be said to be due to the fact that it forms a group with respect to the general algebraic operation indicated by the following equation
\[
\begin{equation*}
a_{0} x^{n}+a_{1} x^{n-1}+a_{2} x^{n-2}+\ldots \ldots+a_{n}=0 \tag{B}
\end{equation*}
\]
where \(a_{0}, a_{1}, a_{8}, \ldots \ldots, a_{n}\) belong to \(T\) and \(n\) belongs to \(T_{1}\). In other words if the coefficients of \((B)\) belong to the domain of the indeterminate parameter
\[
R=v^{\prime} a \quad\left(a \text { belonging to } T_{6}\right)
\]
\(x\) will also belong to this domain. Or again, \(B\) can be resolved into factors without using numbers that lie outside of \(T\).

While we cannot fully appreciate the importance of the adoption of the complex numbers when we confine our attention to the quadratic equation, yet in this equation we see the source of \(T\) and with it we naturally associate the wonderful progress achieved by means of \(T\). It is however not our object to enter upon the discussion of the important position which the quadratic equation occupies in the development of mathematics even if an idea of this position naturally increases the interest in this equation and hence also in its discussion as an algebraic operation.

To convey an idea of the importance of the concept domain of rationality we shall consider an application. Suppose that we have an equation of the form \((B)\) and that its coefficients belong to a certain domain of rationality \(T^{\prime \prime}\) while none of its factors belong to this domain.* Suppose that we have any other equation whose coefficients also belong to \(T^{\prime}\) and that these two equations have a common root. We can then say that the first equation is a factor of the second. In other words, we know that all the roots of the first equation are also roots of the second. The truth of this statement follows directly from the fact that the coefficients of the greatest common divisor of the two equations must belong to \(T^{\prime \prime}\). This greatest common divisor must therefore be the first member of the first equation.

If we have any complex number
\[
a+b i
\]
the quadratic equation which contains this number and its conjugate for its roots is
\[
\begin{equation*}
x^{2}-2 a x+a^{2}+b^{2}=0 \tag{C}
\end{equation*}
\]

The coefficients of this equation belong to \(T_{6}\). Suppose now that we have any other equation that contains \(a+b i\). From the proof just given it follows that it must also contain ( \(C\) ). The same remarks clearly apply to surd roots of the form
\[
a \pm l^{\prime} b
\]

Hence we see that the given statement includes the theorems that if an equation with real coefficients contains the root \(a+b i\) it also contains the root \(a-b i\), and if an equation whose coefficients are rational contains a surd root of the form \(a+\sqrt{ } b\) it also contains \(a-\sqrt{ } b\) as a root.

\title{
 FRP08LIORX.
}

\author{
D) ©

}
[Continged from May Number.]
Scholion.
Nevertheless it might be donbted, whether, from whatever point \(K\) ( \(m\) mumed indeed in \(B X\) before the meeting of this \(B X\) with the other \(A X\) ) erected toward the party of the straight \(A X\), a perpendicular muat meet this (fig. 29) in
some point \(L\); provided of course those two, before the aforesaid meeting, are aseumed ever more to approach each other motually [and not to meet at any finite remove].

Bnt I gay it will follow completely thus.
Proof. Let there be assigned in \(B \boldsymbol{X}\) any point whatever \(K\). In \(A X\) is taken a certain \(A M\) equal to the sum of this \(B K\) and of twice \(A B\).

Then from the point \(M\) is drawn to \(B X\) (according to \(\mathrm{Ku} . \mathrm{I} .12\) ) the perpendicular \(M N\). According to the


Fig. 24. present supposition, \(M N\) will be less than \(A B\). Wherefore \(A M\) (made equal to the sum of \(B K\) and of double \(A B\) ) will be greater than the sum of \(B K, A B\), and \(N M\). Now it behooves to show this same \(A M\) to be lets than the sum of \(B N\), \(A B\), and \(M N\), that thence it may follow this \(B N\) is greater than the aforesaid \(B K\), and therefore the point \(K\) lies between the points \(B\) and \(N\).

Join \(B M\). The side \(A M\) will be (from En. I. 20) less than the two remaining sides together \(A B\) and \(B M\). Again the side \(B M\) (from the same Eu. I. 20) will be less than the two sides together \(B N\) and \(M N\). Therefore the aide \(A M\) will be by much less than the three sides together \(A B, B N\), and \(N M\). But this was to be shown, in order to deduce that the point \(K\) lies between the points \(B\) and \(N\). Thence however it follows, that the perpendicular from the point \(K\) erected toward the parts of \(A X\) must meet this in some point \(L\) slationed be tween the points \(A\) and \(M\); elee obviously (againgt Eu, I. 17) it must cuf either \(A B\) or \(M N\) perpendiculars to \(B X\).

Quod etc.
[To be Continued.]

\section*{W ALD OLD PROOF' OF THE PYTHAGOBRAN THEORET.}
 Oury Detumity, Pluburt, Puegylranie.
[Copdeced Hom Dreweber Mmaber.]
XXII. Let \(A B C\) be a triangle, right-angled at \(C\). Asaume \(C B<C A\). plete the figure as indicated, the point \(E\) being - middle of \(A B\).

There are three casee: (1) when \(E\) is withibe circle, (2) in the circumference, (3) within sicclo. We treat but one case, when \(E\) is withpriscle. The otber cases may be treated in a



Fig. 17.

Add (1) and (2), \(c c=\frac{a^{2}+b^{2}-1 c^{3}}{c}, \therefore c^{2}=a^{2}+b^{2}\).


XXIII. Let \(A B C\) be a triangle, right-angled at Circnmacribe the triangle by a circle. Complete the ungle. Then,
\[
A B \cdot C D=C B \cdot A D+A C \cdot D B, \text { or } c^{2}=a^{2}+b^{2}
\]

Sori. Thonght thin mathod mpati wive boet keown lmdependently




Fig. 18.


Fig. 19.
XXIV. Let \(A B C\) be a triangle, right-angled at \(C\). Construct circles with \(A C\) and \(B C\) as diameters, respectively. These circles will intereect in \(A B\), as at \(D\).
\[
\begin{aligned}
& \text { Then, } \bar{A} C^{2}=A D \cdot A B \text {, and } A \dot{C}^{2}=-B D \cdot A B . \\
& \text { Add, } \overline{A C}^{2}+\bar{B}^{2}=A B(A D+B D)=\overline{A B} .
\end{aligned}
\]

Nore. Thim in nae of Rloharimon's
XXV. Let \(A B C\) be a triangle, right-angled at \(C\). Complete the fis indicated.

Then, \(\overrightarrow{A C}=A H \cdot A D\), and \(\overrightarrow{B C}=B L \cdot B E\).
\(A d d, \overrightarrow{A C}+B C=A H \cdot A D+B L \cdot B E\)
\[
\begin{aligned}
= & (A B-B C)(A B+B C)+(A B-A C)(A B+A C) \\
& \therefore \overrightarrow{A B}=\overrightarrow{A C}+\overrightarrow{B C} .
\end{aligned}
\]

Richardson's method is nomewhat different. Thus:


Fig. 20.
\[
\begin{aligned}
\overline{A C^{2}}+\overline{B C} & =A H(A B+B C)+B L(A B+A C) \\
& =A B(A H+B L)+A H \cdot B C+B L \cdot A C+B L \cdot A B-B L \cdot A B \\
& =A B(A H+B L)+A H \cdot B C+B L(B L+2 A C)-B L \cdot A B \\
& =A B(A H+B L)+A H \cdot B H+\overline{B H}-B L(A H+B H) \\
& =A B(A H+B L)+(A H+B H)(B H-B L) \\
& =A B(A H+B L)+A B \cdot H L=A B(A H+B L+H L)=\overline{A B} .
\end{aligned}
\]
XXVI. Fig. 20.
\(E H: E D:: H L: D L\). (See Olney, §971). \(\therefore E H \cdot D L=E D \cdot H L\), or \((A C+A B-B C)(B C+A B-A C)=(A C+A B+B C)(A C+B C-A B)\).
\(\therefore \overrightarrow{A B}=\overrightarrow{A C}+\overrightarrow{B C}\).

\section*{ARITHMETIC.}


\section*{soLutions of Probleyrs.}
 Poamyifarid.

A owes me \(\$ 100\) due in 2 years, and I owe him \(\$ 200\) due in 4 Jenre; when eanl him \(\$ 100\) to mettle the accuunt pquitably, money heing worth \(6 \%\) ?

Iset \(x=\) the time.
Now the anount of \(\$ 200\) for \((x-4)\) years-the amount of \(\$ 100\) for \((x-2)\)
F must 8100.
\(200+12(x-4) \quad-152+12 x=\) amount of \(\$ 200\) for \((x-4)\) years at \(6 \%\).
\(100+6(x-2)=88+6 x=8\) mount of \(\$ 100\) for \((x-2)\) years at \(0 \%\).
\(\therefore(152+12 x)-(88+6 x)=100 . \quad \therefore x=6\) years.

Computing at aimple interest,

Hence, \(8100-872_{5} h_{7}=827+\frac{1}{3}\) to be earned as interest.

III. Bolution by y

In this I assume interest to remain unpaid until the time of settlement, id to draw no interest.

A owes me to-day the present worth of \(\$ 100\) due in 2 years at \(6 \%\), 889.24 .

I owe A to-day the present worth of \(\$ 200\) due in four years at \(\mathbf{6 \%}\), \$161.29.

That is, I owe A \(\mathbf{7 2}\) more than he owes me. Hence the problem reduces celf to the question, when will the excess of my interest over bis plas ' 2 mount to \(\$ 100\) ? That is, my interest must exceed his by \(\$ 28\).

My yearly excess is \(\mathbf{\$ 4 . 3 2}\). Hence to gain \(\mathbf{\$ 2 8}, 6.481\) years will be quired.

\section*{GEOMETRY.}


\section*{SOLUTTORS OF PROBLEETS.}
 Foasylonia.
The axes of the ellipse isogonal to Jemoine's line with respect to a triangle (Steiner's Thes, are parallel to Simton'm Jines belonging to the extremitien of Bmened's Diameter.
 How demug.

Let the triangle be \(A B C\); center of circumcircle, \(M ; A, B, C_{1}\), the B triangle with vertices on parallels thro' Grebe's point and perpendiculare \({ }^{\prime}\) points of sides of \(A B C\). It is known that \(A B C\) and \(A_{1} B_{1} C_{1}\) are similar. be the medio-centre, or centre of gravity, of \(A B C\). It is known that \(E\) i medio-centre of \(A_{1} B_{1} C_{1}\). Let \(M K\), Brocard's diameter (or the dimmeter of about Brocard's triangle) be prodnced to meet circamcirele of \(A B C\) in the \(]\) \(Q_{\mathbf{2}}\) and \(\boldsymbol{Q}_{\mathbf{a}}\).


By the constraction, the vertices of Brocard's triangle are also the we of three similar isoaceles triangles; for these isoscelen trisugles have as ald the perpendiculars from Grebe's point upon the sides of \(A B C\), and it in \(k\) that these perpendiculars are as the sides. Hence the triangles have beva altitudes proportional, and therefore are similar.

If, now, any three similar isosceles triangles be constructed upon the of \(A B C\), their vertices \(A_{2}, B_{2}, C_{3}\), will be the vertices of a triangle havin same medio-centre as \(A B C\) or \(A_{1} B_{1} C_{1}\). The proof of this is similar is which in known to establish \(E\) the same for \(A B C\), and \(A_{1} B_{1} C_{7}\).

Draw \(K A_{1}, K B_{2}, K C_{z}\) to meet sides of triangle \(A B C\) in pointa \(A_{s}\) \(C_{y,}\) reapectively. Then triangle \(A_{2} B_{24} C_{2 y}\) is similar to the triangle \(A_{8} B_{3} C_{1}\) centre of similitude is \(K\). This may be proved as follow: Erect a perper lar at \(A_{m}\) to cut Brocard's diameter (pruduced) at \(Q_{z}\), then
\[
A_{2} M_{4}: K K_{n}=A_{2 n} A_{2}: A_{2} K=Q_{3} M: Q_{2} K .
\]

Triangles \(A_{2} B C\), and \(B_{2} A C\) are similar by construction, hence
\[
A_{2} M_{a}: B_{2} M_{b}=M_{a} C: M_{b} C=a: b=A_{1} M_{a}: B_{1} M_{b},
\]
where \(a: b\) is ratio of two sides of triangle \(A B C\).
We may write this last
\[
\begin{equation*}
A_{2} M_{a}: A_{1} M_{a}=B_{2} M_{b}: B_{1} M_{b}=B_{20} B_{2}: B_{20} K=Q_{2} M: Q_{2} K \tag{2}
\end{equation*}
\]

From (1) and (2) we have,
\[
A_{2 a} A_{2}: A_{2 a} K=B_{2 \beta} B_{2}: B_{2 \beta} K,
\]
hence the lines \(A_{2} \mathcal{K}_{2}\) and \(A_{2} B_{2 \beta}\) become parallel, and if the same course of reasoning be pursued with regard to the other sides, the triangles are seen to be similar, with \(K\) the center of similitude.

Now, from the equality, \(B_{2} B_{z}: B_{4} K=Q_{2} M: Q_{z} K\), it follows that \(B_{2} Q_{z}\) is parallel to \(B_{8} M\); and since \(B_{z} M\) is perpendicular to \(A C, B_{2} Q_{z}\) is also perpendicular to \(A C\). Similarly, the perpendicular to \(A B\) at \(C_{21}\) passes through \(Q_{2}\), and we have already that the perpendicular to \(B C\) at \(A_{2}\) passes through \(Q_{2}\). If \(Q_{2}\) be cansed to coincide with either \(Q_{3}\) or \(Q_{4}\), then triangle \(A_{24} B_{3_{1}} C_{2 y}\) will degenerate into the straight lines \(Q_{3} Q_{3 b} Q_{3} c\), and \(Q_{4-} Q_{\Delta b} Q_{4 c}\) which are the Simson lines belonging to \(Q_{3}\) and \(Q_{4}\). Also triangle \(A_{2} B_{2} C_{2}\) will degenerate into the straight lines \(A_{3} B_{3} C_{3}\), and \(A_{4} B_{4} C_{4}\), which are parallel to Simson's lines, to \(Q_{3}, Q_{4}\). These lines will also pass through the medio-centre, \(E\), since the triangles which degenerate continually have \(E\) as the medio-centre. Since the Simson lines are perpendicular to each other (see Geometry of Simson lines), these last mentioned lines through \(E\), are perpendicular to each other. Since we know that the ellipse (Steiner's) has these lines for axes, the proposition is proved. Q. E. D.

Note. The above solution I got from Dr. Schwatt. An elegant demonstration of properties of the ellipse is given in Schwatt's Isogonal Curves, (Leach, Shewell \& Sanborn, New York).
F. M. M.

This problem was also solved by Prof. G. B. M. Zerr. Prof. William Hoover did not solve it, bat referred to the proof given in Casey's Arabytioal Geometry, Edition of 1808, Articles \(84,85(\) Cor. 1).
66. Proposed by WHinh HOOVER, A. M., Ph. D., Profecsor of Mathematics and Astronomy, Ohio Uajo veraity, Atheas, Ohịo.

The locus of points whose polars with respect to a given parabola touch the circle of curvature at the vertex is an equilnteral hyperbola.

\section*{1. Solution by the Proposgr.}

By Salmon's Conic Sections, Sixth Edition, Ex. 4, page 234, the equation to the circle osculating a parabola \(y^{2}=p x \ldots \ldots\) (1) at \(\left(x^{\prime}, y^{\prime}\right)\) is
\[
\begin{equation*}
\left(p^{2}+4 p x^{\prime}\right)\left(y^{2}-p x\right)=\left\{2 y y^{\prime}-p\left(x+x^{\prime}\right)\right\}\left\{2 y y^{\prime}+p x-3 p x^{\prime}\right\} . \tag{2}
\end{equation*}
\]

At the vertex, \(x^{\prime}=0, y^{\prime}=0\), and (2) becomes
\[
\begin{equation*}
x^{2}+y^{2}-p x=0 \tag{3}
\end{equation*}
\]

If \(\left(x_{1}, y_{1}\right)\) be any point on the required locus, its polar with respect to (1) is
\[
\begin{equation*}
p x-2 y_{1} y+p x_{1}=0 \tag{4}
\end{equation*}
\]

The condition that (4) touches (3) is
\[
\begin{equation*}
x_{1}^{2}-y_{1}^{2}-p x_{1}=0 \tag{5}
\end{equation*}
\]
an equilateral hyperbola.
II. Solution by J. SCHEFFBR, A. M., Hegerstown, Maryland ; CBAS. C. PURYBAR Protencor of Metbomatics, Agrioultural and Mechanieal Colloge, Colloge station, Texan ; and G. B. M. ZERR, Texartana, Aft

Let \(y^{2}=4 a x\) be the equation to the parabola, \((b, c)\) any point.
Then \(c y=2 a(x+b) \ldots\). . (1) is the polar of \((b, c) . \quad x^{2}+y^{2}=a x\). is the circle of curvature at the vertex. The value of \(y\) from (1) in (2) gives
\[
\begin{equation*}
c^{2} x^{2}+4 a^{2} x^{2}+8 a^{2} b x+4 a^{2} b^{2}=a c^{2} x . \tag{3}
\end{equation*}
\]

From (3) we find the condition that (1) should be tangent to (2) to be
\[
\begin{array}{r}
a^{2} c^{4}=8 a^{3} b c^{2}+16 a^{2} b^{2} c^{2} . \quad \therefore c^{2}=8 a b+16 b^{2} . \\
\therefore a^{2}=(4 b+a)^{2}-c^{2} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{4}
\end{array}
\]
(4) represents an equilateral hyperbola.

\section*{CALCULUS.}

Conducted by J. M. COLAW, Montorey, Va. All eontributions to this dopartment abould be seat to 唒

\section*{SOLUTIONS OF PROBLEMS.}

\footnotetext{
65. Proposed by GEORGE LTLLET, Ph. D., LL. D., Prineipal of Park Behool, 894 Hall 8trock, Perthed, Oregon.

A horse is tethered by a rope, a feet long, fastened to a post in a circular fence enclosing a circular piece of grouhd \(b\) feet in diameter. If the horse is tethered outside of the fence over how much ground can he feed? If he is inside the fence over how much ground can he feed? \(b\) is greater than \(a\) in each case.
}

1 fintion 5 the Imeront
Consider aree \(C^{\prime} H F M A . \quad C A=C P=a\), feet. \(C C^{\prime}=C B=1 b\), feet. Let

\(\therefore\) ares \(C^{\circ} H F M A=1 \int_{0}^{\frac{20}{5}} b^{2} \phi^{2} d \phi_{1}=\frac{a^{2}}{8 b}\).
Hence, when the horse is outaide, he can grase over
\[
\frac{a^{2}}{6 b}(4 a+8 b \pi) \text {, equare feet. }
\]

Drew \(P ⿷\) at right angles to \(D C{ }^{\circ}\). Let \(x=C E\), and \(\angle P C C^{2} E=0\).

Ares of sector \(P C^{\prime} D=\int_{0}^{4} \int_{0}^{\infty} d a d \theta_{2}=\frac{1 a^{2}}{\cos } \frac{-\frac{b+2 x}{2 a}}{2 a}=\) sector \(N C^{\prime} D\).
Area of sector \(P C C^{\prime} R P=1 b^{2} \times\) angle \(P C C^{\prime},=1 b^{*} \cos ^{-1}\left(-\frac{2 x}{b}\right)\).
\[
\text { Area of triangle } P C C^{\prime}=1 b_{v} \overline{b^{3}-4 x^{4}} \text {. }
\]
\(\therefore\) area of segment \(P F B C^{\prime}=b^{2} \cos ^{-1}\left(-\frac{2 x}{b}\right)-3 b^{\prime} \overline{b^{1}-4 x^{2}}=\) segment \(A C^{\prime} F^{\prime \prime}\).
\[
x=\frac{2 a^{2}-b^{2}}{2 b}
\]

Hence, area of \(C^{\prime} B P N P^{p}=a^{2} \cos ^{-1} \frac{a}{b}+1 b^{2} \cos ^{-1} \frac{b^{2}-2 a^{3}}{b^{3}}-\frac{1}{1} 1^{\prime} \overline{b^{2}-a^{2}}\), gquare feet; the space grased over inside the fence.
 Yamelincites.

In firgt part required ares equals that of semicircle \(A L B+2 \times A M F H C\). Let \(H M\) be a portion of rope unwonnd and equal to \(H F\). Let \(\angle H C F=\) \(\angle M C F=0, C M=\rho\), and take \(C F\) for polar axis. Then
\[
\begin{gathered}
\rho^{2}=b^{2}+\overline{H M}=\frac{1 b^{2}}{2}+3\left(b^{2} \beta^{2}\right) \\
\phi=\frac{2}{b} \sqrt{4 \rho^{2}-b^{3}} \quad \frac{b}{2 \rho}=\cos (\phi-\theta)_{3}=\cos \left(\frac{2}{b} \sqrt{4 \rho^{3}-b^{i}}-\theta\right) . \\
A=\frac{2}{b} \sqrt{4 \rho^{2}-b^{2}}-\cos -1\left(\frac{b}{2 \rho}\right)
\end{gathered}
\]
- \(\quad \frac{d \theta}{d \rho}=\frac{4 \rho}{b \sqrt{4 \rho^{2}-b^{i}}}-\frac{b}{2 \rho^{2} \sqrt{1-\frac{b^{2}}{4 \rho^{2}}}}=\frac{\sqrt{\frac{1 \rho^{9}-b^{2}}{b \rho}}}{b \rho}\).
\[
\frac{d A}{d \rho}=\frac{d A}{d b} \frac{d \theta}{d \rho},=\frac{\rho^{2}}{2} \times \frac{\sqrt{4 \rho^{2}-b^{2}}}{b \rho},=\frac{\rho \sqrt{4 \rho^{2}-b^{2}}}{2 b} .
\]

Limite of \(\rho\) for CFMA are seen to be \(\xi b\) and \(\sqrt{a^{4}+b^{2}}\).
\(\therefore\) Ares \(C F M A=\frac{1}{2 b} \int_{b}^{\sqrt{a^{2}+b_{5}}} \rho_{\sqrt{ }} \sqrt{4 \rho^{n}-b^{2}} d \rho_{5}=\frac{a^{2}}{8 b}\).
Area \(F H C A M=C F M A+C^{\prime} C A-C F H C,=a^{3} / 3 b+a b / 4-a b / 4=a^{2} / 36\).
\(\therefore\) Aren \(\operatorname{FBLAFHC}=2 a^{3} / 8 b+\pi a^{2} / 2\).
Internal area is composed of \(2 \times\) segment \(P H^{\prime}+\) eector \(P D_{N C}\)
\[
\begin{aligned}
& \sin \} P P C C^{\prime}=(l a / l b)=a / b . \quad \angle P C C^{\prime}=2 \sin ^{-1}(a / b) \\
& \angle P C N=2 \pi-4 \sin ^{-1}(a / b) . \quad \angle P C N=\pi-2 \sin ^{-1}(a / b) .
\end{aligned}
\]

Sec. \(P D N C=\frac{a^{2}}{2}\left(\pi-2 \sin ^{-1} \frac{a}{b}\right)\), sector \(C P H C^{\prime}=\frac{b^{4}}{8}\left(2 \sin ^{-1} \frac{a}{b}\right),=\frac{b^{2}}{4} \sin ^{-3}\left(\frac{a}{b}\right)\)
\[
\triangle P C C^{\prime}=1 a_{1} \sqrt{b^{2}-1 a^{2}},=1 a_{1} \cdot \overline{b^{2}-a^{2}} .
\]

Segment \(P H C^{\prime \prime}=\frac{b^{*}}{4} \sin ^{-1} \frac{a}{b}-\operatorname{ta} \sqrt{b^{2}-a^{*}}\).
\(\therefore\) Internal area \(=\frac{a^{3}}{2}\left(\pi-2 \sin ^{-1} \frac{a}{b}\right)+\frac{b^{2}}{2} \sin ^{-1} \frac{a}{b}-1 a_{V} / \overline{b^{4}-a^{2}}\),

Let \(A\) be the point where the horse istethered. \(A F=a, A O=b / 2\). Am \(E A D G K F E=2\) ares \(E A F+\) ares of semicircle \(G K F\).
\[
\begin{aligned}
& \therefore A=\int \rho^{2} d \theta+\frac{1}{2} \pi a^{2} ; \text { but } \rho=1 b \theta . \\
& \therefore A=1 b^{2} \int_{0}^{2 a / b} d \theta+\frac{1}{3} \pi a^{2},=\frac{a^{2}}{6 b^{2}}(4 a+3 \pi b) .
\end{aligned}
\]

Let \(x^{2}+y^{2}=\left\{b^{2}\right.\), be the equation to circle
center 0 . \((x-4 b)^{4}+y^{2}=a^{2}\), be the equation to circle center \(A\).
\[
\therefore O E=\frac{b^{3}-8 a^{2}}{2 b^{2}}, \quad \therefore B E=\frac{a}{b} \sqrt{b^{3}-a^{3}} .
\]
\(A^{\prime}=\) aren of segment \(B L C+\) ares of segment \(B A C\),
\[
\begin{aligned}
& \frac{b^{4}}{4}\left\{\sin ^{-1}\left(\frac{2 a}{b^{2}} v^{\prime} \overline{b^{3}-a^{2}}\right)-\frac{2 a\left(b^{*}-2 a^{3}\right) \sqrt{b^{3}-a^{3}}}{b^{4}}\right\} \\
& \quad+a^{5}\left\{\sin ^{-1} \frac{\sqrt{b^{3}-a^{2}}}{b}-\frac{a v^{\prime} \overline{b^{2}-a^{2}}}{b^{2}}\right\} \\
& =
\end{aligned}
\]

Also molved by J. Herreyte and A. F. HoLaris.

Find (1) the length sof the closed curve of the cardioid ; (2) ite arem \(A\); (8) if made to olve about its arim \(2 \pi\), find the maximum longitudipal circumference \(C\) of the solid gented; (4) find the aurfece \(X\) of the same; ( 6 ) ita volume \(V_{\text {; ( }}\) (8) thedistance an of the cenof Eravity of the solid from the origin 0 ; and (7) the distance go of the center of ginvof the plane oorve from the origin 0 .

Let \(A B=a\) be the diameter of a circle. Prom \(A\) draw any chord \(A C\). ine \(C P\) and \(C P^{\prime}=b\), then will the locus of \(P\) \(P^{\prime}\) be the Limagon. If \(A P=r, \angle P A B=\theta\), we d at unce the poler equation of the Limapon be \(r=a \cos \theta+b\). If \(b>a\), the carve cunsists ont one loop; if \(b<a\), it has two loops, and if a the curve becomed the Cardioid, the polar ration of which is \(r=a(1+\cos\) (') \()\). It can easbe ahown that the cardioid is an epicycloid, generating circle of which is equal to the fired
 ; also, drewing through the center \(O\) of the de a line parallel to \(A P\) cutting the circumference of the circle \(\Delta t D\), and drawChrongh \(P\) a line parallel to \(C D\), this line is a tangent to the cardioid at \(P\). premat problems proposed are best solved by means of the polar equation There.
(1). The longth \(t=2 \int_{0}^{\omega} d \theta \sqrt{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}}=2 a \int_{0}^{\cos 1 H d \theta}=8 a\).

(3). To find the maximum ordinate, \(r \sin \theta=a\left(\sin \theta+\frac{1}{s} \sin 2 \theta\right.\) is to be a maximum. By differentiation we find \(\theta=60^{\circ} . \quad \therefore\) maximum ordinate \(=\left\{a_{V} \cdot 3\right.\), and circumference \(C=\pi a_{1}, 3\).
\[
\begin{aligned}
& \text { (4). Surface } K=2 \pi \int_{0}^{\pi} r \sin \theta d \theta \sqrt{r^{2}+\left(\frac{d r}{d \theta}\right)}, \\
& =4 \pi a^{2} \int_{0}^{\pi}\left(1+\cos () \sin \theta \cos \& \theta d \theta,=-16 \pi a^{2} \int_{0}^{\pi} \cos ^{4} \& \theta d \cos \xi \theta,=\frac{32 \pi a^{2}}{5} .\right.
\end{aligned}
\]

For the distance \(x_{0}\) of the center of gravity of this surface we have
\[
K x_{0}=2 \pi \int_{0}^{\pi} r^{2} \sin \theta \cos \theta(d s / d t) \cdot d \theta,=4 \pi a^{3} \int_{0}^{\pi}\left(1+\cos (t)^{2} \sin \theta \cos \theta \cdot \cos z \theta d \theta,\right.
\]
\[
=-64 \pi a^{3}\left[2 \int_{0}^{\pi} \cos ^{8} \frac{1}{y} \theta d \cos \frac{1}{y} \theta . \int_{0}^{\pi} \cos ^{4} \frac{1}{y} \theta d \cos y \theta\right],=\frac{320 \pi a^{3}}{63} ;
\]
\[
\therefore x_{0}=\frac{320 \pi a^{3}}{63}+\frac{32 \pi a^{2}}{5}=6 \frac{1}{3} a .
\]
(5). Volume, \(V=2 \pi \int_{0}^{\pi} \int_{0}^{a(1+\infty} r d r d \theta \cdot r \sin \theta,=\frac{2 \pi a^{3}}{3} \int_{0}^{\pi}(1+\cos \theta)^{2} \sin \theta d \theta\)
\[
=-\frac{2 \pi a^{3}}{3} \int_{0}^{\pi}(1+\cos \theta)^{2} d(1+\cos \theta),=\frac{8 \pi a^{2}}{3}
\]
(6). The distance \(x_{0}\) of this volume from the origin we find from
(7). The distance \(x_{0}\) of the center of gravity of the are of the curve from the origin is found by
\[
\begin{aligned}
& x x_{0}=2 \int_{0}^{\pi} r \sin \theta .2 a \cos \frac{1}{2} \theta \cdot d \theta,=16 \pi^{2} \int_{0}^{\pi} \cos ^{4} \xi H . \sin \frac{1}{2} \cdot d \theta, \\
& =-32 n^{2} \int_{0}^{2} \cos ^{4}\left\{A d\left(\cos \frac{1}{2}\right),=\frac{32 a^{2}}{5}, \quad \therefore x_{0}=\frac{32 a^{2}}{5}+8 a=8 a ;\right.
\end{aligned}
\]
\[
\begin{aligned}
& V x_{0}=2 \pi \int_{0}^{\pi} \int_{0}^{a\left(1-\operatorname{cosec}^{2}\right)} r^{2} d r d \theta \sin \theta r \sin \theta,=\frac{\pi a^{4}}{2} \int_{0}^{\pi}(1+\cos \theta)^{4} \sin ^{2} \theta d \theta, \\
& \left.\left.=82 \pi a^{4} \int_{0}^{\pi \pi} \cos ^{10}\right\} \theta \sin ^{2}\right\} \theta d \theta,=\frac{64 \pi a^{4} \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{y}{y}\right)}{2 I(7)},=\frac{13}{3} \pi^{2} a^{4} ; \\
& \therefore x_{0}=\frac{21 \pi^{2} a^{4}}{32} \div \frac{8 \pi a^{3}}{3}=8 \pi \pi \text {. }
\end{aligned}
\]
d the distance \(x_{0}^{\prime}\) of the area of the curve from the origin is found by
\[
\begin{aligned}
& x_{0}^{\prime}=\int_{0}^{\pi} r^{3} \cos \theta \cdot \lambda,=a^{2} \int_{0}^{\pi}\left(1+\cos (t) \cos ^{2} \theta d \theta,=18 a^{2} \int_{0}^{\pi}\left(2 \cos ^{8} \frac{1}{2} \theta-\cos ^{6} \frac{1}{2}(\theta) d \theta,\right.\right. \\
& =5 \pi a^{3} . \quad \therefore x_{0}^{\prime}=8 \pi a^{2}+\frac{3 \pi a^{2}}{2}=8 a .
\end{aligned}
\]
II. Solution by ©. B. M. EERR, A. M., Ph. D., Texarkans, Arkaneac-Taxas.

Let \(r=a(1+\cos \theta)\), be the equation to the Cardioid.
(1). \(\quad 8 / 2=2 \pi \int_{0}^{\pi} \cos \left(\frac{1}{2} A\right) d H,=4 a . \quad \therefore s=8 a\).
(2). \(\quad A=2 a^{2} \int_{0}^{2 \pi} \cos ^{4}\left(\frac{1}{2} \theta\right) d H,=1\left(3 \pi a^{2}\right)\).
(3). \(C=2 \pi \rho\), where \(\rho=r \sin H,=a \sin \theta(1+\cos \theta) . \quad d \rho=2 a \cos ^{2} \theta+a \cos \theta-a\).
\(\therefore \cos H=\frac{1}{2}\) or \(-1 . \quad \therefore\) for a maximum \(\theta=60^{\circ}\).
\(\therefore C=2 \pi a\left(1+\cos \frac{1}{2} \pi\right) \sin \frac{1}{3} \pi,=\frac{1}{1}\left(3_{1}^{\prime} \overline{3} \pi a\right)\).
(4). \(K=8 \pi a^{2} \int_{0}^{\pi} \cos ^{2}\left(\frac{1}{2} H\right) \sin H d H,=1\left(32 \pi a^{2}\right)\).
(5). \(\quad V=2 \pi \int_{0}^{\pi} \int_{0}^{a(1+\cos \theta)} r^{2} \sin \theta d t d r,=\frac{16 \pi a^{3}}{3} \int_{0}^{\pi} \cos ^{6}\left(\frac{1}{2}\right) \sin \theta d \theta\).
\(\therefore V=\frac{1}{1}\left(8 \pi a^{8}\right)\).
(6). \(x_{0}=\frac{\int_{0}^{\pi} \int_{0}^{a(1+\infty} r^{2} \sin \theta \cos A d H d r}{\int_{0}^{\pi} \int_{0}^{a(1+\infty} r^{4} \sin \theta d \theta d r},=\frac{\int_{0}^{\pi} \cos ^{2}\left(\frac{1}{2} \theta\right) \cos \theta \sin \theta d \theta}{\int_{0}^{\pi} \cos ^{\theta}\left(\frac{1}{2} \theta\right) \sin \theta d \theta}\).
\(\therefore x_{0}=\{a\).
(7). \(g_{0}=\frac{\int_{0}^{2 \pi} \int_{0}^{a(1+\infty} r^{2} \cos \theta d \theta d r}{\int_{0}^{2 \pi} \int_{0}^{a(1+\cos \theta)} r d \theta d r}=\frac{\int_{0}^{2 r} \cos ^{8}\left(\frac{1}{2} H\right) \cos t d \theta}{\int_{0}^{\infty} \cos ^{4}\left(\frac{1}{1} H\right) d t}\)
\(\therefore g_{0}=5\)
alan entred by C. W. M. black.

\section*{MECHANICS.}


\section*{SOLUTIONS OF PROBLEIS.}
40. Proposed by F. P. MATZ, 8c. D., Ph. D., Profecsor of Mathematice and Aetromemy in Irviag 0 at lege, Mechaniosburg, Pennejlvacia.

Find the law-of the force, in order that the orbit may be a Cassinian Oval.
Solation by C. B. M. ESRR, A. M., Ph. D., Tarartana, Arkancar-Teras.
Let \(r^{4}+2 c^{2} r^{2} \cos 2 \theta=m^{4}-c^{4}=a^{4} \ldots \ldots\) (1) be the equation to the oval. Then \(a^{4} u^{4}=2 c^{4} u^{2} \cos 26+1\), where \(u=1 / r\).
\[
\begin{align*}
& \frac{d u}{d A}=\frac{c^{2} u \sin 2 \theta}{c^{2} \cos 2 \theta-a^{4} u^{2}} .  \tag{2}\\
& \frac{d^{2} u}{d \theta^{2}}=\left\{\begin{array}{c}
\left(c^{2} \sin 2 H \frac{d u}{d H}+2 c^{2} u \cos 2 \theta\right)\left(c^{2} \cos 2 \theta-a^{4} u^{2}\right. \\
+\left(2 c^{2} \sin 2 \theta+2 a^{4} u \frac{d u}{d \theta}\right) c^{2} u \sin 2 \theta \\
\frac{\left(c^{2} \cos 2 \theta-a^{4} u^{2}\right)^{2}}{}
\end{array}\right\} \\
& =\left\{\frac{3 c^{4} r^{8}+10 r^{4} c^{4} m^{4}-3 r^{4} c^{8}-\left(m^{4}-c^{4}\right)^{3}-7 r^{4} m^{8}+9 r^{8} m^{4}-r^{12}}{r\left(a^{4}+2 r^{4}\right)^{3}}\right\} . \\
& F=\text { force }=h^{2} u^{2}\left(u+\frac{d^{2} u}{d A^{2}}\right)=\frac{h^{2}}{r^{3}}+\frac{h^{2}}{r^{2}} \cdot \frac{d^{2} u}{d \theta^{2}} . \\
& \therefore F=\frac{h^{2}\left(7 r^{12}+21 r^{8} m^{4}+3 r^{4} c^{8}-9 c^{4} r^{8}-2 c^{4} m^{4} r^{4}-m^{8} r^{6}\right)}{r^{8}\left(m^{4}-c^{4}+2 r^{4}\right)^{3}} \\
& =\frac{h^{2}\left\{7 r^{9}+21 m^{4} r^{5}-9 c^{4} r^{5}+3 r c^{8}-2 c^{4} m^{4} r-m^{8} r\right\}}{\left(m^{4}-c^{4}+2 r^{6}\right)^{3}} .
\end{align*}
\]

\section*{Solution by the PROPOSER.}

Consider the particle displaced by the amount \(x\) from the center of the cylinder. The matter attracting it will be a cylinder of length \(2 x\) at the opposite end of the cylinder. Call \(y\) the distance of any particle from the axis of cylinder und \(z\) the distance of particle from the end of cylinder with length \(2 x\) measured rom the end towards the center.

The attraction of the cylinder upon the particle displaced from the center 8
\(1=2 \pi \int_{0}^{R} \int_{0}^{m} \frac{y(a-x+z) d y d z}{\left[(a-x+z)^{2}+y^{2}\right]^{3}} . \quad A=2 \pi \int_{0}^{2}\left[d z-\frac{(a-x+z) d z}{\left[(a-x+z)^{2}+R^{2}\right]^{4}}\right]\).
\(=4 \pi x-2 \pi_{1} / \overline{(a+x)^{2}+R^{2}}-2 \pi_{1} / \overline{(n-x)^{2}+R^{2}}\)
\[
=4 \pi x-2 \pi \sqrt{ } / \overline{\left(a^{2}+R^{2}\right)+\left(x^{2}+2 a x\right)}-2 \pi 1^{\prime}\left(a^{x}+R^{2}\right)+\left(x^{2}-2 \pi x\right)
\]
\(=4 x x-2 \pi\left\{\left(a^{2}+R^{2}\right)^{4}+\frac{x^{2}+2 a x}{\left(a^{2}+R^{2}\right)^{1}}+\ldots \ldots\right\}\)
\[
\begin{gathered}
\quad-2 \pi\left\{\left(a^{2}+R^{2}\right)^{4}+\frac{x^{2}-2 a x}{\left(a^{2}+R^{2}\right)^{4}} \cdots \cdots\right\} \\
=4 \pi x-4 \pi\left(a^{2}+R^{2}\right)^{4}-2 \pi \frac{x^{2}}{\left(a^{2}+\sqrt[R^{2}]{ }\right)^{4}} \cdots \cdots
\end{gathered}
\]

Since the displacement is to be slight, we may neglect \(x^{2}\) and all higher Jowers.
\(\therefore\left(d^{2} x / d t^{2}\right)=4 \pi x-4 \pi\left(a^{2}+R^{2}\right)^{4}=\pi x-d\), for brevity.
\[
\frac{d^{2} x}{d t^{2}}=\frac{d v}{d t}=-\frac{d v}{d x} \frac{d x}{d t}=v \frac{d \dot{v}}{d t} . \quad \therefore v \frac{d z}{d x}=c x-d . \quad v^{2}=c x^{2}-2 d x+k .
\]

When the displacement is a maximum the particle is at rest. Call the mplitude \(a\).
\[
\begin{aligned}
& \text { Then } t=\int_{01^{\prime}}^{0^{\prime}-\bar{x} x^{2}-2 d x-c \alpha^{2}+2 d \alpha}=\int_{0, \frac{a}{a} \frac{d x}{\left(2 d \alpha-c \alpha^{2}\right)+\left(c x^{2}-2 d x\right)}} \\
& \int_{0}^{x}\left[\left(2 d \alpha-c \alpha^{2}\right)+\left(c x^{2}-2 d x\right)\right]-4 d x=\frac{\alpha}{1^{\prime} \overline{2 d \alpha-c a^{2}}}, \\
& \text { neglecting higher powers of } x \text {. } \\
& =\sqrt{\frac{a}{8 \pi 1^{\prime}} \frac{a^{2}+R^{2}}{}}, \text { neglecting the square of } a \text {. }
\end{aligned}
\]

\section*{DIOPHANTINE ANALYSIS.}


\section*{SOLUTIONS OF PROBLEISS.}

\section*{47. Propoced by M. A. GRUBER, A. M., Wer Dopartment, Wachington D. C.}

Find the first six sets of values in which the sum of two consecutive integral squars equals a square.
 Let \(\frac{f}{2}\left(x_{n}-1\right)\) and \(\frac{1}{2}\left(x_{n}+1\right)\) be two consecutive integers, and \(y_{n}{ }^{2}\) the enm of their squares ; then we must have
which may be written
\[
\begin{equation*}
\left(x_{n}-y_{n} l^{\prime} 2\right)\left(x_{n}+y_{n l} / 2\right)=-1 \tag{2}
\end{equation*}
\]

When \(n=1\), we have
\[
\begin{equation*}
\left(x_{1}-y_{1} v^{\prime} 2\right)\left(x_{1}+\dot{y}_{1} v^{\prime} 2\right)=-1 . \tag{3}
\end{equation*}
\]
also, raising (3) to the \((2 n+1)\) th power, we have
\[
\begin{equation*}
\left(x_{1}-y_{1} \sqrt{ }\right)^{2 n+1}\left(x_{1}+y_{1} \sqrt{ }\right)^{2 n+1}=-1 . \tag{4}
\end{equation*}
\]
where \(n\) may be \(0,1,2,3,4\), etc.
Assuming \(x_{n}-y_{n} / 2=\left(x_{1}-y_{1} / 2\right)^{2 n+1}\),
\(x_{n}+y_{n} \prime^{\prime} 2=\left(x_{1}+y_{1} v^{\prime} 2\right)^{2 n+1}\), as we are at liberty to do, we find \(x_{n}=\left[\left(x_{1}+y_{1} l^{\prime} 2\right)^{2 n+1}+\left(x_{1}-y_{1} 1^{\prime} 2\right)^{2 n+1}\right] / 2\),
\[
y_{n}=\left[\left(x_{1}+y_{1} \sqrt{ } / 2\right)^{2 n+1}-\left(x_{1}-y_{1} / 2\right)^{2 n+1}\right] / 2 v 2
\]

It is easily seen that \(x_{1}=1\) and \(y_{1}=1\); therefure
\[
x_{n}=\left[\left(l^{\prime} 2+1\right)^{2 n+1}-\left(v^{\prime} 2-1\right)^{2 n+1}\right] / 2, y_{n}=\left[\left(v^{\prime} 2+1\right)^{2 n+1}+(1 / 2--1)^{2 n+1}\right] / 2 / 2
\]
and the required numbers are
\[
\forall\left[\left(v^{\prime} 2+1\right)^{2 n+1}-\left(v^{\prime} 2-1\right)^{2 n+1}-2\right] \text { and } t\left[\left(v^{\prime} 2+1\right)^{2 n+1}-\left(v^{\prime} 2-1\right)^{2 n+1}+2\right] .
\]

The operation of involution is very tedious except when \(n\) is a small num. ber. When \(x_{n}\) and \(y_{n}\) are very large numbers we have from (1) very nearly
\(/ y_{n}=v^{\prime} 2\), and the values of \(x_{n}\) and \(y_{m}\) are the numerators and denominators the odd convergents to \(\boldsymbol{v}^{\prime} \mathbf{2}\) expanded as a continued fraction, after the first. re successive odd convergents are
1/1, 7/5, 41/29, 239/169, 1393/985, 8119/5741, etc.

The values of \(x_{n}\) and \(y_{n}\) are connected by the relations
\(=6 x_{n-1}-x_{n-2}\).
(5), \(y_{n}=6 y_{n-1}-y_{n-2}\).
hich afford an easy method of computing the successive sets of numbers quired. When \(n=1\) we easily find from the general formulas the first set, 3 id 4, and then from (5) the successive sets, which are
\begin{tabular}{crr} 
2nd set & 20, & 21, \\
3d "" & 119, & 120, \\
4th "" & 696, & 697, \\
5th "" & 4059, & 4060, \\
6th " & 23660, & 23661.
\end{tabular}

See the Mathematical Visitor, Vol. I., No. 3, page 56, where the fifth and xth sets are erroneously given as 4058, 4059 and 23657, 23658. The root of e sum of the squares of the sixth set should be 33461 instead of 33457 . The 10 set is given on the same page ; and also on page 122 where the numbers are und by Mr. K. S. Putnam by a different method.

These numbers solve the geometrical problem-"To find rational rightigled triangles whose legs are consecutive numbers."
\[
\begin{align*}
& \text { II. Solation by A. R. BETh, Elilisbore, Minofe. } \\
& \text { We have } x^{2}+(x+1)^{2}=0 \text {, or } 2 x^{2}+2 x+1=0  \tag{1}\\
& \text { Take } A x^{2} \pm B x+C=\square=y^{2}  \tag{2}\\
& \text { (2) } \times A \text {, and add and subtract, etc. } \\
& (A x \pm B / 2)^{2}=A y^{2}+B^{3} / 4-A C=\square=t^{2} \tag{3}
\end{align*}
\]

> Let ( \(A\) ) reduce to \(t^{2}-A y^{2}= \pm D \ldots . . . . . . .\). ...................... (4);
> d a complete quotient \(=\left(1^{\prime} A+M\right) / D\). Then the preceding convergent will \(t / y\) and will answer the + or \(-D\) as it is an odd or even number of fraction.
> Also \(v^{2}-A u^{2}=1\)
> (4) \(\times(5)\), and add and subtract \(2 A u v y t\), etc.
> \((v t \pm A y u)^{2}-A(u t \pm v y)^{2}= \pm D\), or \(t_{n}^{2}-A y_{n}^{2}= \pm D\)

Then we also have \(t_{n} / y_{n}=\left(2 v t_{n-1}-t_{n-2}\right) /\left(2 v y_{n-1}-y_{n-2}\right)\)
\(\sqrt{ }\) 2. Number of complete fractions \(=\) integer \(: 1,2\), etc.
Complete quotients \(=\left(v^{\prime} 2+0\right) / 1:\left(v^{\prime} 2+1\right) / 1,\left(v^{\prime} 2+1\right) / 1\), etc.
Partial quotients \(=1: 2,2\), etc.
Convergents \(=1 / 0,1 / 1: 3 / 2,7 / 5\), etc.
\(\therefore t / y=1 / 1,7 / 5\), etc. \(v / u=1 / 0,3 / 2 . \quad 2 v_{1}=6, v_{0}=1\).
\(\therefore(C)\) or (7) \(t=1,7,41,239,1393,8119,47321\), etc.
(B) \(x=0 / 2,3,20,119,696,4059,23660\), etc.
\(x+1\) will give the six sets of values required.
Note. \(2 v=M=\) magic \(M\) of Roberts and Robins.

\section*{III. Solution by the PROPOSER.}

Take the formula for finding the sum of two integral equares equal to a square :
\[
(2 m p)^{2}+\left(m^{2}-n^{2}\right)^{2}=\left(m^{5}+n^{2}\right)^{2} .
\]

Then will the difference between \(2 m n\) and \(m^{2}-n^{2}\) be 1 . When \(m^{2}-n^{2}>2 m n\), we have \(m^{2}-n^{2}-2 n n=1\); whence \(m=n \pm 1^{\prime}, \overline{2 n^{2}+1}\). When \(2 m n>m^{2}-n^{2}\), we have \(2 m n-\left(m^{2}-n^{2}\right)=1\), whence \(m=n \pm j^{\prime} \cdot \overline{2 n^{2}-1}\). Subetitut. ing these values of \(m\) in ( \(A\) ), we obtain
\(\left[2 n\left(n \pm_{1}, \overline{\left.2 n^{2} \pm 1\right)}\right]^{2}+\left[2 n\left(n \pm_{1}, \overline{\left.2 n^{2} \pm 1\right)} \pm 1\right]^{2}\right.\right.\)
\[
\begin{equation*}
=\left[2 n\left(n \pm \sqrt{2 n^{2} \pm \overline{1}}\right)+2 n^{2} \pm 1\right]^{2} . \tag{B}
\end{equation*}
\]

It now remains to make \(2 n^{2}+1=0\), and \(2 n^{2}-1=0\). We find, by inspection, that the first value of \(n\) in \(2 n^{2}+1=0\), is 0 , and in \(2 n^{2}-1=0\), is 1 . Knowing these two values, we find the succeeding values from the formola, \(n=2 n_{1}+n_{2}\), in which \(n\), is the last found known value of \(n\), and \(n_{2}\) the value just preceding. Whence \(n=0,1,2,5,12,29,70,169,408,955\), etc. Zero and the even numbers are the values of \(n\) in \(2 n^{2}+1=0\), and the odd numbers in \(2 n^{2}-1=0\); the first two values of each series being known, the succeeding values can be found by the formula, \(n=6 n_{1}-n_{2}\).

It is also noticeable that the consecutive odd number values of \(n\) are the consecutive values of the root of the square that equals the sum of two consecttive integral squares. Substituting, now, the values of \(n\) in ( \(B\) ), we obtain, respectively, \(0^{2}+1^{2}=1^{2}, 4^{2}+3^{2}=5^{2}, 20^{2}+21^{2}=29^{2}, 120^{2}+119^{2}=169^{2}, 696^{2}+\) \(697^{2}=485^{2}, 4060^{2}+4059^{2}=5741^{2}, 23660^{2}+23661^{2}=33461^{2}\), etc.

Or, from solution III of Problem 36, Vol. III., No. 3, page 82, we find that when one of the triangular square numbers is taken as \(n(n+1) / 2\), the next in order, is terms of \(n\) is \([2 n+1+3 \sqrt{n(n+1) / 2}]\).'. The difference of the roots of these two successive triangular square numbers is \(2 n+1+2 \sqrt{n(n+1) / 2}\). The sum of the roots is \(2 n+1+4 \sqrt{n(n+1) / 2}\), which, when \(n(n+1) / 2=0\), equals the sum of the two consecutive integral numbers, \(n+2 \sqrt{n(n+1) / 2}\) and \(n+1+2 \boldsymbol{l} \frac{n(n+1) / 2}{n}\).
\[
\begin{aligned}
\text { But }[n+2 & \left.v^{\prime} \overline{n(n+1) / 2}\right]^{2}+\left[n+1+2 \sqrt{v^{n(n+1) / 2}}\right]^{2} \\
= & 6 n^{2}+6 n+1+(8 n+4) v^{\prime} \overline{n(n+1) / 2}=[2 n+1+2 \sqrt{n(n+1) / 2}]^{2} .
\end{aligned}
\]

We here have a general formula in which the sum of the squares of two consecutive integers equals a square. To obtain integral numerical resulls, we assign the successive values of \(n\) in \(n(n+1) / 2=0,1,8,49,288,1681,9800\), etc. Whence we have \(3^{2}+4^{2}=5^{3} ; 20^{8}+21^{3}=29^{3} ; 119^{2}+120^{2}=169^{2} ; 696^{2}+697^{2}\) \(=985^{2} ; 4059^{2}+4060^{2}=5741^{2} ; 23660^{2}+23661^{2}=33461^{2}\), etc.

\section*{IV. Solution by Eon. J. R. DRUMMOID, LL. D., Porland, Maine.}

Let \(x=\) one number and \(x+1=\) the other; then \(x^{2}+x^{2}+2 x+1\) will be the sum of two consecutive squares. Then \(2 x^{2}+2 x+1=0=(\mathrm{say})(m x-1)^{2}\), from which we readily obtain \(x=2(m+1) /\left(m^{2}-2\right)\). It is readily seen that \(x\) is integ. ral when \(n_{2}=2\). Then we have \(2 / 1,10 / 7,58 / 41\), etc., for values of \(m\) which give integral values of \(x\), viz., \(3,119,4059\), etc. The other series which makes \(x\) integral is \(3 / 2,17 / 12,99 / 70\), etc., and \(x=20,696,23660\), etc. The six values of \(x\), therefore, are \(3,20,119,696,4059,23660\), and of \(x+1,4,21,120,697,4060\), 23661 , and the squares of these values are probably the squares required. I say "probably," because it cannot be mathematically determined that some other method of solution will not give other results that show that there are other values less than 23660 besides those I have given.
[The following is my formula for obtaining integral values of a fraction whose denominator is \(p^{2}-2\), which I assume in this solution. I have never seen the formula in print and do not know how generally it is known.

If \(r / s\) is of such a value of \(p\) as will give an integral result, then \((3 r+48) /(2 r+3 s)\) is another value of \(p\) that gives an integral result, and so on ad infinitum. If the numerator is even, there will be two different series of values of \(p\), the initial term in one being \(2 / 1\), and in the other \(3 / 2\); if the numerator is odd, the series beginning with \(3 / 2\) will give integral results. By means of this formula an infinite number (mathematically speaking) of integral values of \(x\) may be obtained in the equation \(2 x^{2}+a x+b^{2}=0\), in terms of \(a\) and \(b\); and in the equation \(2 x^{2}+2 a x+b^{2}\), two series (infinite) of integral values in terms of \(a\) and \(b\) may be obtained. In both cases, however, the numbers increase in value very rapidly.]
V. Solution by A. R. HOLMES, Bramotiok, Malao.
\(x^{2}+(x+1)^{2}=\square\) or \(2 x^{2}+2 x+1=\square . \quad\) Let \(x=y+p\).
\(\therefore 2 y^{2}+(4 p+2) y+2 p^{2}+2 p+1=\square\), from which we find the law of the series to be: \(b=1+3 a+2 \sqrt{ } 2 a^{8}+2 a+1\). Let \(a=3\) and we find \(b=20\). Then by the same law, \(c=119, d=696, ~ e=4059\), and \(f=23660\). Therefore, we have for the first six sets of values : (3 and 4), (20 and 21 ), (119, 120), (696 and 697), (4059 and 4060), and (23660 and 23661).
Vi. Solation by R. C. WWres, 8kall Ran, Weat Virciaia.

We have \(x^{2}+(x+1)^{2}=y^{2}=4 n+1\), then \(x(x+1) / 2=n\). Substituting this value for \(n\) in \(4 n+1=y^{2}\) we have \(x^{2}+x=\left(y^{2}-1\right) / 2\). Putting \(x+(x+1)=1\) or \(x=(t-1) / 2\), we obtain \(t^{2}-2 y^{2}=-1\). Since \(t=7, y=5\) satisfy this equation, the first values of \(x+(x+1)\) and \(y\) will be 7 and 5 .
\(\therefore 3^{2}+4^{2}=5^{2}\). From inspection of solution II, Problem 36, Vol. III, page 81, we find a formula for obtaining the succeeding values of \(x+(x+1)\) and \(y\).
\begin{tabular}{|c|c|c|}
\hline \(x++(x 1)\). & \(y\). & \\
\hline \(6 \times 7-1=41\), & \(6 \times 5-1=29\), & \(20^{2}+21^{2}=29^{8}\), \\
\hline \(6 \times 41-7=239\), & \(6 \times 29-5=169\), & \(119^{2}+120^{2}=169^{3}\), \\
\hline \(6 \times 239-41=1393\), & \(6 \times 169-29=985\), & \(696^{2}+697^{2}=985^{2}\), \\
\hline \(6 \times 1393-239=8119\), & \(6 \times 985-169=5741\), & \(4059{ }^{2}+4060^{2}=5741^{8}\), \\
\hline \(6 \times 8119-2392=47321\). & \(6 \times 5741-485=33461\). & \(23660^{\circ}+23661^{2}=33461^{8}\). \\
\hline
\end{tabular}

Also solved by J. SCHEFHFRR and G. B. M. ERRR.
48. Propoed by B. F. TALIET, A. M., Profeasor of Mathematios in Mount Union Collegs, Alliasoe, O.

If any positive integral number \(\boldsymbol{N}\) be divided by another positive integral number \(D_{1}\) leaving a remainder 1 , then any positive integral power of \(N\), divided by \(D\), will leave a remainder of 1.
I. Solution by ARTEMAS MARTIE, LL. D., D. 8. Coast and Geodotic Burvey Ofico, Weahfagtom, D. C. Let \(N=n D+1\), then
\((n D+1)^{m}=n^{m} D^{m}+m n^{m-1} D^{m-1}+\frac{m(m-1)}{2} n^{m-2} D^{m-2}+\)
\[
\ldots \ldots+\frac{m(m-1)}{2} n^{2} D^{2}+m n D+1
\]
\(=D\left[n^{m} D^{m-1}+m n^{m-1} D^{m-2}+\frac{m(m-1)}{2} n^{m-2} D^{m-8}+\ldots .+\frac{m(m-1)}{2} n^{2} D+m n\right]+1\),
which proves the proposition.
golved in a similar manner by M. A. GRUBER and G. B. M. EERR.

\footnotetext{
II. Soletion by J. C. CORBII, Pine Blaf, Arkansas ; P. S. BERG, Larimore, Morth Dakota ; E. W, MORRELL, Montpelier Seminary, Montpolior, Vermont ; A. P. READ, A. M., Clarence, Missouri ; and O. 8. WESTCOIT, Prinedipel Eorth Chiengo Figh Sohool, Chiengo.

Put \(N=n D+1\), then it is evident that if \(N=n D+1\) be raised to any positive integral power, the last term will be 1 and every other term will contain \(D\) as a factor; hence if this power be divided by \(D\) the remainder will be 1.

Also solved in a similar way by A. H. BELL, JOSIAH H. DRUMMOND, ARTEMAS MARTIN and J. BCEEFFRER.
}
III. Solution by J. O. MAROMET, B. E., M. 8., Graduato Pollow and Acalatant in Mathematios, Vanderbit Univernity, Elashvillo, Temnessee.

If \(a \equiv a^{\prime}, b \equiv b^{\prime}, c \equiv c^{\prime}, d \equiv d^{\prime}\), etc., \(\bmod (D)\),
\[
\text { then } a b c d . . . . . . \equiv a^{\prime} b^{\prime} c^{\prime} d^{\prime} \ldots \ldots \bmod (D)
\]

Let \(a=b=c=d\), etc.,\(=N\), and \(a^{\prime}=b^{\prime}=c^{\prime}=d^{\prime}\), etc. \(=1\), then \(N^{k} \equiv 1 \bmod (D)\).

\section*{AVERAGE AND PROBABILITY.}

Conducted by B. P. FLingl, Springtield, Mo. All contributions to this department should be cent to him.

\section*{SOLUTIONS OF PROBLEMS.}
89. Propoced by O. W. ArTHOMT, M. Be., Profeasor of Mathematics, Columbian Univeraity, Washington, D. C.

A man is at the center of a circular desert; he travels at a given rate but in a perfectly random manner. What is the probability that he will be off the desert in \(\Omega\) given time?

No solution of this problem has been received.
40. Proposed by EBMRI HBATOT, M. 8e., Athatic, Iown.

If every point of an ellipse be joined with every other point, what is the average length of the chords thus drawn?

Solation by the PROPOSER.
Let \(a \cos H\) and ( \(b / a) \sin \theta\) be the coorrdinates of one point, and \(a \cos \phi\) and (b/a) \(\sin \phi\) those of another.

The length of the chord joining them is
\[
K=\left[a^{2}(\cos \phi-\cos 6)^{2}+\frac{b^{2}}{a^{2}}\left(\sin \phi-\sin (\gamma)^{2}\right]^{4} .\right.
\]

Let \(s_{1}\) and \(s_{8}=\) lengths of elliptic arcs from point \((a, 0)\) to points \(\left(a \cos \theta, \frac{a}{b} \sin \theta\right)\) and \(\left(a \cos \phi, \frac{a}{b} \sin \theta\right)\) respectively, and let \(S=\) whole distance around the ellipse.

Then \(\frac{d s_{1}}{d \theta}=a\left(1-e^{2} \cos ^{2} \theta\right)^{\frac{1}{2}}\) and \(\frac{d s_{2}}{d \phi}=a\left(1-e^{2} \cos ^{2} \phi\right)^{4}\).
Then the required average is
\[
\begin{gathered}
A=\frac{H}{S^{2}} \int_{0}^{4 \pi} \int_{0}^{2 \pi} K d s_{1} d s_{2}=\frac{4 a^{2}}{S^{2}} \int_{0}^{1 \pi} \int_{0}^{s_{2}^{2}}\left[a^{2}(\cos \phi-\cos \theta)^{2}+\frac{b^{2}}{a^{2}}(\sin \phi-\sin \theta)^{2}\right] \times \\
\left(1--\theta^{2} \cos ^{2} \theta\right)^{4}\left(1-e^{2} \cos ^{2} \phi\right)^{4} d \theta d \phi .
\end{gathered}
\]

This equation cannot be integrated in general terms.
solved in the aame manner by G. B. M. EERR,
41. Propeod by P. P. MATZ, 80. D., Ph. D., Profecsor of Matheratiles and Aetromong in Erving ar loge, Meehaniesbare, Ponneyivania.

A line is drawn at random across the chord and given are of a circular megmeat. Find the mean area of the divisions.

Solution by G. B. M. ZERR, A. M., Ph. D., Torarkaka, Arkanear-Toms.
Let \(A=\) area of given segment, \(A_{1}, A_{2}\) mean areas of the two divisions.
\(\therefore A_{1}+A_{2}=A\).
But, since the line is a random line, \(A_{1}=A_{2}\).
\(\therefore A_{1}=A_{2}=1 A\).
Aleo molved by HENRY HEATON.
42. Proposed by CHARLES E. MYRPs, Canton, Ohio.

A attends church 4 Sundays out of \(5 ; B, 5\) Sundays out of 6 ; and \(C, 6\) Sundays oat of 7. What is the probability of an event that \(A\) and \(B\) will be at church and \(C\) will not ?

Solution by G. B. M. ZERP, A. M., Ph. D., Taxarkana, Arkanas-Taxas, and B. F. FIMCH, A. M. Pro fecsor of Mathematios and Physios, Drury Colloge, Spriagteld, Missouri.

The chance that A attends church \(=\mathbf{q}\).
The chance that B attends church \(=\frac{8}{8}\).
The chance that C attends church \(=\frac{1}{1}\).
The chance that \(A\) is not at church \(=\frac{1}{3}\).
The chance that \(B\) is not at church \(=\}\).
The chance that \(C\) is not at church \(=4\).
The chance that A and B attend and C not \(=p_{1}=\frac{8}{6} .8 .4=\frac{8}{1}\).
The chance that A and C attend and B not \(=p_{2}=\frac{1}{6} \cdot \frac{1}{4} \cdot \mathrm{f}=\mathbf{4} \mathbf{4}\).
The chance that B and C attend and A not \(=p_{3}=\frac{1}{2} \cdot \frac{9}{7} \cdot \mathrm{t}=7\).
The chance that A attends and B and C not \(=p_{4}=\mathbf{t} .8 . \frac{1}{4}=8 \mathrm{q}_{8}\).
The chance that B attends and A and C not \(=p_{6}=\frac{1}{6} \cdot 8 . \frac{1}{4}=\frac{1}{4}\).
The chance that \(C\) attends and \(A\) and \(B\) not \(=p_{6}=t .8 . \frac{9}{7}=\mathrm{y}^{1} \mathrm{r}\).
The chance that \(\mathrm{A}, \mathrm{B}\) and C attend \(=p_{7}=9.8 \cdot \frac{9}{9}=4\).
The chance that \(\mathrm{A}, \mathrm{B}\) and C do not attend \(=p_{\mathrm{s}}=6 \cdot 6 \cdot \frac{1}{2}=\mathrm{F} \%\).
\(p_{1}=\) probability required.
Also \(p_{1}+p_{8}+p_{3}+p_{8}+p_{6}+p_{6}+p_{7}+p_{8}=1\).
Alm nolved by HENRY HEATON.

\section*{MISCELLANEOUS.}

Cosdacted by J. M. COIMW, Monteray, Va. All contributions to this dopartanent should be sont to him.

\section*{sOLUTIONS OF PROBLEMS.}

\section*{40. Prepeed by F. M. PRIEST, Mona Howeo, 8t. Loefs, Missoari.}

Suppoee two cylindrical iron shafts, each 6 inches in diameter and respectively, 20 d. 40 feet in height, are both standing perpendicular at the sea level. They start to fall still air, how long will it require each one to fall to a horizontal position?

\author{
Bolution by C. B. ․ ZERR, A. M., Ph. D., Temakan, Arkanae-Tares.
}

Neglecting the atmosphere and supposing the cylinder to revolve about a iameter in the base, we get, if \(l\) is the length of an equivalent pendulum, from orks on Mechanics the formula for the time of vibration of a pendulum,
\[
t=\sqrt{\frac{l}{g}} \int_{0}^{a} \frac{d \theta}{\sqrt{\sin ^{2} \frac{1}{2} a-\sin ^{2} \frac{1}{2} \theta}} .
\]

In this problem \(a\) is \(180^{\circ}=\pi, \theta=90^{\circ}=\frac{1}{2} \pi\).
\[
\therefore t=\sqrt{\frac{l}{g}} \int_{i=}^{\pi} \frac{d \theta}{\cos \frac{1}{2} \theta}=\left[2 \sqrt{\frac{l}{g}} \log \cdot\left\{\frac{\tan (4 \pi+\downarrow a)}{\tan (\downarrow \pi+ł \theta)}\right\}\right]_{0=i=}^{a=\pi}
\]
\(\therefore t=\infty\), which proves that in a perfectly vertical position they will not all unless moved slightly from this position. Let \(a=\pi-\delta\) where \(\delta\) is very small.
\(\therefore t=2 \sqrt{\frac{l}{g}} \log .\left\{\frac{\cot t \delta}{\tan 3 \pi / 8}\right\}\).

Let \(\delta=1^{\prime}, l=\) length of cylinder, \(b=\) radius of base.
\(\therefore l=\left(3 b^{5}+4 l^{8}\right) / 6 l=13.3349\) feet for first cylinder.
\(l=26.66745\) feet for second cylinder.
\(\therefore t=2(.644328)(3.153498)=4.0638\) seconds for first cylinder.
\(t=2(.911177)(3.153498)=5.7468\) seconds for second cylinder.
41. Propoced by WIWhin 8 MMMOID8, A. M., Profeseor of Mathematice and Astronomy, Proific Colge, Santa Roma, California.

A straight infiexible bar of uniform weight and thickness, length \(\boldsymbol{m}\) is suspended at ze two ends by a string without weight, length \(l>m\) passing freely over a peg driven in perpendicular wall. Describe and analyze the curve traced on the wall by the ends of ne hanging bar.

Let \(O\) be the peg, \(A B\) the rod. Let \(O B=r, A O=r, A B=m, \angle X\) \(\angle X O A=\phi\).

Now in equilibrium \(O D\) always passes through the mid-point of \(A B\).
\[
\begin{align*}
& \text { Then } r+r^{\prime}=1, \ldots \ldots . . . .  \tag{1}\\
& m^{\prime}=r^{\prime}+r^{\prime 1}-2 r r^{\prime} \cos \left(\phi-\theta^{\prime}\right)  \tag{2}\\
& r \cos \theta=r^{\prime} \cos \phi \ldots \ldots . . . . . . . . . . . . \tag{3}
\end{align*}
\]
(3) is oblained from the two triangles \(O A C, O B C\).
(1) in (2) and (3) give:
\[
\begin{align*}
& m^{*}=r^{2}+(1-r)^{*}-2 r(l-r) \cos \left(\phi-{ }^{*}\right)  \tag{4}\\
& \mathrm{rcos} \theta=(1-r) \cos \phi \\
& \text {.....................................(5). }
\end{align*}
\]

(5) in (4) gives \(l^{2}-n^{2}+2 r^{4} \sin ^{2} \theta-2 r l=2 r \sin \theta_{v^{\prime}} l^{2}-2 r l+r^{4} \sin ^{2} \theta\).
\(\therefore 4 r^{2}\left(l^{2}-m^{2} \sin ^{2}\left(r^{\prime}\right)-4 r\left(l^{2}-m^{2}\right)+\left(l^{2}-9 n^{2}\right)^{2}=0\right.\).
\(\therefore r=\frac{\left[t-m l^{2}\right.}{2(l \pm \min (\theta)}-\frac{l\left(1-e^{2}\right)}{2(1 \pm e \sin \theta)}\), where \(e=m / l\).
This equation represents two equal ellipses with eccentricity \(=m / l\), axis=l, minor axis= \(\sqrt{l-m^{2}}\), and \(O\) is one foen of each ellipse.
[The sbove molven the problem-"An ellipee confined to one pertical plane in ruapended fron
 foel." Fiproob].

\section*{EDITORIALS.}

With January, 1897, the Chicago Open Court celebrates ite decennia versary and now appears in the form of a monthly instead of a weekly.

Plane and Solid Aualytical Geonetry, by Frederick H. Bailey, A. Frederick 8. Woods, Ph. D., Assistant Professors of Mathematica in Ma setis Institute of Technology, is announced as ready in March by Gil Company.

President H. H. Seerley, of the State Normal School of Cedar Falls, Iowa, just ordered a complete set of the Monthly for the library. We only ve a few more complete seta. Who wants them?

We are in correspondence with several excellent mathematicians who are lous of aecuring better positions for next year. If any of our readers know ch positions which are vacant or likely to become vacant at the end of this ol year, we shall be pleased to refer them to these gentlemen.

With this namber begins the fourth volume of the Monthly. No pains will pared on the part of the Editors to make this volume better than any of the previous ones, and in this effort they earnestly solicit the continued aid of bemer contributora and sabecribers. This number is sent to all uar old subbers, with bill enclosed, and anyone who may wish to discontinue should rethil copy with his name written on the wrapper.

\section*{BOOKS AND PERIODICALS.}

Elements of Analytical Geometry of Tro Dimensiont. The Fourteenth Elition. By Briot and Boùquet. Translated and Edited by James Harrington Boyd, Instructor in Mathematics in The University of Chicago. 8vo. Cloth, 582 Mges. Introduction Price, 82. Chicago: Werner School Book Co.

This celebrated work so long known to mathematicians familiar with the French maguge, in now pat in Englinh dress, and is, therefore, at the service of Amerioan stod36. Commenta on the material and the method of this work are unnecessary.

The work is divided into four booke. Book I contains four chapters: Chepter I, Conming Coordinates; Chapter II, Examplea-The Oircle, the Ellipwe, the Hyperbola, the trebola, Ciseoid of Diocles, etc.; Chapter III, Concerving Homogenity; Ohapter IV, maformation of Coordinates. Book II contains three chapters: Chapter I, Straight me; Chapter II, the Ciscle ; Chapter III, the Geometrical Loci. Book III contains twelve sapters: Chapter 1, Construction of Ourves of the Becond Defree: Chapter II, Center, Lemeter, and Axes of Curves of the Second Degree; Chapter III, Rednetion of the Equa3n of the second Degree; Chapter IV, the Ellipwe; Chapter V, the Hyperbola; Chapter E, Concerning the Parabola; Chapter VII, Foci and Directrices; Ohnpter VIII, the Conic setione ; Chapter IX, the Determination of the Conic Sections; Chapter X. Theory of slea and Polars ; Chapter XI, General Properties of Conic Sections ; Ohapter XII, Secants pmmon to Two Conics. Book IV contains seven chapters: Chapter I, the Construction Carves in Rectilinear Cobspilinates ; Chapter II, Convexity and Concavisy ; Chapter III, nymptotea ; Chapter IV, Construction of Ourves in Polar Cosrdinatea; Chapter V, Conmrning similitude ; Ohepter VI, Graphio Solutions of Equations ; Chapter VII, Notione bocerning Unicaral Ourves.

From the table of contents it is seen that a leading feature of the work is ita scope. - treate all the important methods invented by geometera, and includes some of the most motiful discoveries of ancient and modern times. All subjects are treated in a prnetical ay and jllastrated by the applications of the theorien to numerous problems. The book beantifal wa well as profound. The typographical and mechanical execution of the work \(s\) eredit to Americns text-book making. I very heartily commend this work to the carej consideration of teachers of Analytical Geometry and mathematical stadents desiring pood wort on the sabject.
B. F. F.

The Outlines of Quaternions. By Lieatenant-Colonel H. W. L. Hime. 188 pages. Price, 83 . Longmans, Green \& Co. 1894. London and New York.

The first chapters deal with the properties of vectors. In the remaining pagee me are introduced to quaternions proper,-their various forms and properties. The lat chapter treats of the applications of quaternions to trigonometry, the triangle, the circh, conic sections, and other curves, the plane, tetrahedron, sphere and cone. These geomet ric applications show in some measure the usefulness of quaternions and give freshoes and interest to the book. There is no preface. The addition of some exercises fer solution would have added to the practical character of the work for class use. J. M.C.

Plane Surveging. By William G. Raymond, C. E., Member Americn Society of Civil Engineers ; Professor of Geodesy, Road Engineering, and Topographical Drawing, in the Rensselaer Polytechnic Institute, Troy, New York. 8vo. Cloth, 486 pages (including tables). Price, 83. Chicago : American Book Co.

Some of the valuable features of this work are the detailed description of the nsed instruments, accompanied by excellent illustrations and diagrams of the inetrumeate themselves; the clear and comprehensible presentation of the subject matter of the wad; and the fine form in which it appears for public favor. In its pages may be found treatel plane table work and the use of the slide rule, planimeter and stadia measurementa tables and numerous examples of work in the way, both of underground and general topography are also given.
B. F. F.

The Review of Reviews. An International Illustrated Monthly Magasine. Edited by Dr. Albert Shaw. Price, \(\$ 2.50\) per year in advance. Single numbers, 25 cents. The Review of Reviews Co., 13 Astor Place, New York City.

The Review of Reviews for February makes "A Plea for the Protection of Useful Men" from bores and "societies," and all well-meaning people who bother the life out of poblie men by letters and calls on the pretext of seeking assistance in some worthy undertaking The editor of the Review publishes letters on this subject from the late Gen. Francis \(\mathcal{L}\) Walker, written only a few weeks before his death. In one of these letters Generd Walker wrote, "I am not well, and neither callars nor correspondents have any mercs.
B. F. F.

The Cosmopolitan. An Illustrated Monthly Magazine. Kdited by John Brisben Walker. Price, \$1. per year in-advance. Single number, 10 centa. The Cosmopolitan Co., Irvington-on-the-Hudson, New York.

The January number of the Cosmopolitan not only keeps up the usual literary excetlence, artistic merit, and widest interests of that magazine, but also adds new features to its field of usefulness. The February number will contain the second part of Conan Doyle's new story.

During the year 1896, the Cosmopolitan reached the largeat clientele of intelligent, thoughtful readers possessed by any periodical in the world. The smallest issue of the year was 300,000 copies.
B. F. F.

The Arena. A Monthly Magazine. Price, 83. Single number, 25 cents. Boston : Arena Publishing Co.

The Arena is the organ or mouth-piece of no one party, faction, or creed. It is anmortgaged and unbribed-a free lance, an open arena-wherein all honest and properly expressed and authoritative opinions, having in view the betterment of human conditious and human life, may be expressed. The best writers and authorities on lending questioum contribute to its pages. Among the leading articles in the Janunry number are the following: The Religion of Burns' Poems, by Rev. Andrew W. Cross ; A Court of Medicine and Surgery, by A. B. Choate ; Finance and Currency, by Gen. Heman Haupt ; Daniel Webster's School Days, by Foreat Prescott Hall; England's Hand in Turkish Massacres ; ele.
B. F. F.
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\section*{PIRICAL FORMULE FOR APPROXIMATE COMPUTATION.}

[Kors. The following paper is here printed in the exact form in which it was left by the author at me of his death, except only a fow necesaary verbal alterations which are distinguinhed from the parts of the paper by an enciomure of square brackets.]

The following symbols have the same signification, throughout these form, the only exception being when the letter " \(d\) " is used with \(a, b, c\), etc.
\(n=\frac{1}{m}=\) index of root.
\(m=\frac{1}{n}=\) index of power.
\(q=q u a n t i t y\), or \(\frac{q}{p}\), if fractional.
\(s=\) sum of \(q+p\) (or the semi-sum).*
\(d=\) difference of \(q\) and \(p\) (or the demi-difference).*
\(t=\frac{n^{2}-1}{3}\).
\(U=\) the sub-square, or under-square \(=(\rho / q-1)^{2}\).
\(U_{4}=\) the under-fourth \(=(\mathcal{4} q-1)^{4}\), etc.
\(E=\) Napierian logarithm of number.
\(K=\) logarithm of number to base 4.
\(r=\) root of number.

\footnotetext{
Theme lant valuen for a and \(d\) cannot be used in the rame equation with \(p\) and \(q\).
}
-l- signifies nearly equal.
- \(\|=\) signifies very nearly equal.

Mercator's formula for the extraction of roots of numbers near nnity nu equivalent to my own formula No. 1, as shown in Hatton's Tracts on Mathemat ics, Vol. I.
\[
\begin{equation*}
\frac{n s+d}{n s-d}={ }^{n} v^{\prime} q \text {, nearly. } \tag{1}
\end{equation*}
\]

Hutton says he gave a formula for the correction of this result, but I have never been able to find it. Hutton himself gives the derivation of the abow formula.

First correction of above :
\[
{ }^{n} V^{\prime} q=1=\frac{n s+d-\frac{\left(n^{8}-1\right) d^{s}}{3 n s}}{n s-d-\frac{\left(n^{2}-1\right) d^{8}}{3 n s}} .
\]

Substituting \(t\) for \(\frac{n^{2}-1}{3}\), we have
\[
\begin{equation*}
{ }^{\prime} V^{\prime} q=\left\lvert\,=\frac{n s+d-\frac{t d^{8}}{n s}}{n s-d-\frac{t d^{2}}{n s}} .\right. \tag{2}
\end{equation*}
\]

Second correction of above :
\[
\begin{equation*}
\sqrt[n]{\frac{q}{p}}==\frac{n s+d-\frac{t\left(d^{8}+\left[v^{\prime} q-V p\right]^{4}\right)}{n s}}{n s-d-\frac{t\left(d^{8}+\left[\gamma^{\prime} q-V p\right]^{4}\right)}{n s}} ; \tag{3}
\end{equation*}
\]
or by reducing,
\[
n^{\prime} / q=-=\frac{\left(n^{2}+2\right) s+\left(2 n^{2}-2\right) \sqrt{s^{2}-d^{2}}+3 n d}{\left(n^{2}+2\right) s+\left(2 n^{2}-2\right) v^{\prime} s^{2}-d^{8}-3 n d}
\]

This nearly equals
\[
\begin{equation*}
=\frac{n s+d-\frac{n^{2}-1}{3} \times \frac{d^{8}}{8^{2}-\frac{d^{8}}{48}}}{n_{8}^{4}-d-\frac{n^{8}-1}{3} \times \frac{d^{8}}{8^{8}-\frac{d^{2}}{48}}} . \tag{5}
\end{equation*}
\]

Simpler than these, and nearly related to (3) is
\[
n V / q=1=\frac{n 8+d-\frac{t d^{8}}{n 8-\frac{t d^{8}}{n 8}}}{n 8-d-\frac{t d^{8}}{n 8-\frac{t d^{8}}{n 8}}} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(6) .
\]

Very simple and excellent is
\[
\begin{equation*}
{ }^{n} V^{\prime} q=1=\frac{n s+d-\frac{2 t U}{n}}{n \&-d-\frac{2 t \bar{U}}{n}} \tag{7}
\end{equation*}
\]

All the foregoing are what I call equidistant processes, because for all valof \(n\), the difference between the numerator and denominator of the result is (or some multiple) ; that is, the subtractive corrections following \(d\) are the \(\theta\) in both terms, whether \(q / p\) be a proper or an improper fraction.

Of the same nature, but differently derived, is formula (8) and its equiva(8).
\[
\begin{align*}
& n \vee q=1-\frac{n\left(28^{2}-d^{8}\right)+d^{8}+2 d s}{n\left(28^{8}-d^{2}\right)+d^{2}-2 d \Omega} .  \tag{8}\\
& v^{\prime} q=1=\frac{n\left(28^{8}-d^{8}\right)+d(2 s+d)}{n\left(28^{2}-d^{8}\right)-d(2 s-d)} . \tag{84}
\end{align*}
\]

The fact that all these fractional formulae are symmetrical makes their ation comparatively simple.

In extracting roots of high numbers
\[
n^{\prime} / q=2^{m} \times n \sqrt{\frac{q}{2^{m}}}
\]
we are thus always enabled to use \(q / 2^{m}\) between the limits \(\frac{1}{2}\) and 2 . Hence, ollowing equation becomes of value:
\[
\begin{equation*}
n: m_{1} / 2=1=\frac{3 n+m-\frac{n^{2}-m^{2}}{9 n}}{3 n-m-\frac{n^{2}-m^{2}}{9 n}}, \tag{9}
\end{equation*}
\]
\[
\begin{align*}
& \text { or } n / m, ~ 2=1=\frac{3 n+m-\frac{n^{2}-m^{2}}{9 n-\frac{n^{2}-m^{2}}{3 n}}}{3 n-m-\frac{n^{2}-m^{2}}{9 n-\frac{n^{2}-m^{2}}{3 n}},}  \tag{10}\\
& \text { or } n: m v / 2=1=\frac{3 n+m-\frac{29\left(n^{2}-m^{2}\right)}{507 n}}{3 n-n-\frac{29\left(n^{2}-m^{2}\right)}{507 n}}, \tag{11}
\end{align*}
\]

In a latent form, the equidistant principle is also present in the following:
\[
\begin{equation*}
\sqrt[n]{\frac{q}{p}}=1=\frac{\left(2 n^{2}+3 n+1\right) q^{2}+\left(8 n^{2}-2\right) q p+\left(2 n^{2}-3 n+1\right) p^{2}}{\left(2 n^{2}-3 n+1\right) q^{2}+\left(8 n^{2}-2\right) q p+\left(2 n^{2}+3 n+1\right) p^{2}} . \tag{13}
\end{equation*}
\]

In some of the following applications \(p\) is taken \(=1\).
This [vir. (13)] becomes :

for \(\sqrt{\frac{q}{p}} \cdot \ldots \ldots \ldots \ldots \ldots \cdot \frac{15 q^{2}+42 q p+7 p^{2}}{7 q^{2}+42 q p+15 p^{2}}\)
for \({ }^{6} 1 \therefore q \ldots . . . . . . . . . . . .\).
for \({ }^{6} \vee q \ldots . . . . . . . . . . . . . . . .\).

for \({ }^{8} 1 / q \ldots . . . . . . . . . . . . . . . . \quad \frac{51 q^{2}+170 q+35}{35 q^{3}+170 q+51}\)
for \({ }^{9} \sqrt{ } q \ldots . . . . . . . . . . . . . . .\).
\[
\begin{align*}
& { }^{1 \cdot} \sqrt{\frac{q}{p}} \cdot \ldots \cdots \cdots \cdots \cdots \cdot \frac{77 q^{2}+2666 q p+57 p^{2}}{57 q^{2}+266} q p+7 \overline{7} p^{2} \\
& \text { (13-10). } \\
& : 1001 q \ldots . . . . . . . . . . . . . . . \tag{13-100}
\end{align*}
\]

For very high indices use, without sensible error,
\[
\begin{equation*}
\sqrt[n]{ } \frac{q}{p}=1=\frac{(2 n+3) q^{2}+8 n p q+(2 n-8) p^{2}}{(2 n-3) q^{2}+8 n p q+(2 n+8) p^{2}} \tag{14}
\end{equation*}
\]
(14) is the equivalent of (2).

Upon the logarithmic function depend the following formulæ :
\[
\begin{gather*}
\vee^{\prime} q=1 \frac{n+\frac{E}{2}+\left(\frac{E}{6} \times \frac{r-1}{r+1}\right)}{n-\frac{E}{2}+\left(\frac{E}{6} \times \frac{r-1}{r+1}\right)}  \tag{15}\\
n_{V^{\prime}}, q=1=\frac{3+\frac{2 E}{n}+\frac{E^{\prime}}{2 n^{2}}}{3-\frac{E}{n}} \ldots \ldots \tag{16}
\end{gather*}
\]
the logarithm of \(q-1=\frac{3\left(q^{2}-1\right)}{(q+1)^{2}+2 q}\)
, if \(q\) be fractional, \(=1=\frac{3\left(q^{2}-p^{2}\right)}{(q+p)^{2}+2 q p}\)
, in terms of \(d\) and \(s=1=\frac{6 d \boldsymbol{c}}{38^{2}-d^{2}}\)
This value of \(E\), if \(q\) be between .9 and 1.1 , is true to the seventh decimal, \(t\) may be corrected with very great accuracy, even up to the ninth or tenth decal, by adding to the result the \(\frac{4 d^{8}}{458^{8}}\) th part of itself.

If, however \(\varphi\) be so great as
1.7 or so small as . 6 use 44 in place of 45
1.8 or so small as .56 use 43 in place of 45
1.9 or so small as . 53 use 42 in place of 45
2. or so small as . 5 use 41 in place of 45 .

The accuracy of these formula will appear from the natural logarithm in the next [paragraph].
[Some verifications of formula (18):
For \(q / p=17:-\)
By the formula : \(\log (q / p)=f^{8}=.0953101\), error \(=1\) in last place.
By the tables:
2.3978951
2.3025851
\(\log (q / p)=\overline{.0953100}\)
For \(q / p=1 \frac{1}{t}:-\)
By the formula: \(\log \left(q / y^{\prime}\right)=1{ }^{\prime}{ }_{1}=.0645385\), correct to last place.
By the tables :
2.7725857
2.7080502
.0645385
For \(q / p=781\) :
By the formula : \(\log (q / p)={ }_{8}\left\{\frac{q^{2}}{\delta} 1=.00995033.\right]\)
Reconverting this by (15) we have
\[
\frac{1+.004975165+.000008251}{1-.004975165+.000008251}=\frac{1.004983416}{.995033086}
\]

To this denominator add the 100th part,
\[
.995033086
\]
.009950331
1.004983417

Hence the real number is \(1 \% 18\).
From the foregoing we have another value of \({ }^{n} \downarrow q\) as follows:
\[
n_{1} / q=1=\frac{2 n+\left(3+\frac{r-1}{r+1}\right)\left(\frac{q^{2}--p^{2}}{q^{2}+4 q p+p^{2}}\right)}{2 n-\left(3-\frac{r-1}{r+1}\right)\left(\frac{q^{2}-p^{2}}{q^{2}+4 q p+p^{2}}\right)}
\]
(Of course \(r\) can only be taken crudely, but may by successive steps, an' the required approximation is reached.)

Another formula akin to (15), for values of \(q\) (or \(r\) ) in terms of \(E\) is
\[
n_{1}, q=1=\frac{n+\frac{E}{2}+\frac{E^{8}}{12}}{n-\frac{E}{2}+\frac{E^{z}}{12}}
\]

Let us call \(c\), which is equal to \(\frac{q-1}{E}\), a root centre, meaning thereby that, for all values of \(q\), and degrees of \(n, \frac{c+\frac{q-1}{q+1}}{c-\frac{q-1}{q+1}}\) nearly equals \(n \vee q\). Then
\[
\begin{equation*}
\frac{n c+\frac{q-1}{2}+\frac{(q-1)(r-1)}{6(r+1)}}{n c-\frac{q-1}{2}+\frac{(q-1)(r-1)}{6(r+1)}}=1=n \vee q \tag{21}
\end{equation*}
\]
\(c\), if \(q\) is under 10 , is nearly \(\frac{2 v q+\frac{q+1}{2}}{3}\)
c, if \(q\) is between 50 and 250 , is nearly same \(-\frac{q^{3}}{500}\).
\(c\), if \(q\) is between 10 and 50 [correction not given].

\section*{Factor Procisb.}

Take \(\frac{b}{a} \times \frac{c}{b} \times \ldots \ldots \times \frac{h}{g}=q\); then \(\frac{h}{a}=q\) and the series is consecu. tive.
\[
\text { Take } \frac{b}{a} \times \frac{d}{c} \times \ldots \ldots \times \frac{h}{g}=q \text {; then } \frac{b d \ldots h}{a \epsilon \ldots g}=q \text {. }
\]

Now if, to take the \(n\)th root of \(q\), we assume \(n\) terms, consecutive or nonconsecutive, and nearly equal in value
\[
\begin{equation*}
v^{\prime} q=\frac{\frac{v^{\prime} b}{V^{\prime} a}+\frac{v^{\prime} d}{V^{\prime} c}+\ldots \ldots \ldots+\frac{l^{\prime} h}{V^{\prime} g}}{\frac{V^{\prime} a}{v^{\prime} b}+\frac{v^{\prime} a}{V^{\prime} d}+\ldots \ldots+\frac{V^{\prime} g}{V^{h}}}, \tag{24}
\end{equation*}
\]
wherein the numerators are the square roots of the terms and the denominators the reciprocals thereof.

If the terms are consecutive and odd in number
\[
\begin{equation*}
n^{\prime} \vee=\frac{a h+2 b g+\ldots \ldots \ldots+2 d e}{2 a g+2 b f+\ldots \ldots \ldots d^{z}} ; \tag{25}
\end{equation*}
\]
but if consecative and even in number
\[
\because \vee q=\frac{a i+2 b h+\ldots \ldots \ldots+e^{2}}{2 a h+2 b g+\ldots \ldots \ldots+2 d e}
\]

Also if the series is consecutive,
\[
{ }_{\prime^{\prime}}^{\prime} q=\frac{(g+h) b+(f+g) c+\ldots \ldots \ldots+(h+c) g+(a+b) h}{(g+h) a+(f+g) b+\ldots \ldots \ldots+(b+c) f+(a+b) h} .
\]
(25) and (25i) are called the diagonal process.

To separate a quantity \(q / p\) into consecutive factors which shall be ne nqual, and which shall be as many as there are units in the index of the roo be extracted, and whose differences shall also be in arithmetical progression, for expansor \(\frac{n^{2} s}{d^{2}}\), and then arrange terms with differences themselves diffe by unity. This may be done by dividing \(d^{\prime}\), the difference of the expanded frac \(q^{\prime} / p^{\prime}\), or \(q^{\prime}-p^{\prime}\), by \(n\), and making the final interval \({ }^{n-1}-1\) less than the quoti -after which ascend accordingly.

Illustrations: 1. Separate \(\&\) into three factors of above nature :-
\[
\frac{n^{2} s}{d^{2}}=13.5 . \quad \text { Then } \frac{q^{\prime}}{p^{\prime}}=\frac{27}{13.5}, \quad \frac{13.5}{3}=4.5, \quad \frac{n-1}{2}=1 .
\]

Then tirst interval \(=\mathbf{= 3 . 5}\). Therefore :
\[
\frac{17}{13.5}, \quad \frac{21.5}{17}, \quad \frac{27}{21.5}, \text { or } \frac{34}{27}, \quad \frac{43}{34}, \quad \frac{54}{43}
\]
are the desired terms.
Applying the diagonal process :
\(\frac{1458+1462+1462}{1161+1161+1156}=\frac{4382}{3478}=\frac{2191}{1739}=1.2599195 . \quad\) Error \(=.0000015\).
2. Separate \(\frac{\mathbf{5}}{\mathbf{s}}\) into 4 factors:-

Expansor \(=16\) gives \(\frac{f}{\frac{s}{2}}=19\); first interval=6.5.
[The series of consecutive factors is]
\[
\begin{array}{ccccccc}
54.5 \\
\hline 48 & 52 & 54.5 & \frac{70.5}{62}, & \frac{80}{70.5}, & \text { or } \frac{109}{96}, & \frac{124}{109}, \\
\frac{141}{124}, & \frac{160}{141} .
\end{array}
\]
3. Separate \(\frac{f}{2}\) into five factors:-

Expansor= \(=12.5\); first interval \(=3\), [and the series of consecutive factol
\(\frac{15.5}{12.5}, \quad \frac{19.5}{15.5}, \quad \frac{24.5}{19.5}, \quad \frac{30.5}{24.5}, \quad \frac{37.5}{30.5}\), or \(\frac{31}{25}, \quad \frac{39}{31}, \quad \frac{49}{39}, \quad \frac{61}{49}, \quad \frac{75}{61}\).
If the factors are consecutive and in arithmetical progression, then
\[
\begin{equation*}
\sqrt{ } \cdot q=\frac{n^{2} q+\frac{n^{2}-1}{6}(q-1)^{2}}{n^{2} q-n(q-1)+\frac{(n-1)(n-2)}{6}(q-1)^{2}} . \tag{27}
\end{equation*}
\]

All quantities \(p / q\) may be represented in \(n\) terms, which group in three leses as follows:
\[
\left(\frac{b}{a}\right)^{j} \times\left(\frac{d}{c}\right)^{k} \times\left(\frac{b}{e}\right)^{l}=q / p, \text { where } j+k+l=n .
\]

Then \(\wedge \vee q=\frac{j(f c+d e) b+k(f a+b e) d+l(a d+b c) f}{j(f c+d e) a+k(f a+b e) c+l(a d+b c) e}\).
The above is called the three-class process.
Sometimes a quantity will reasonably resolve into \(n\) terms, which group t only two classes. Hence the following two-class process :
\[
\begin{gather*}
\left(\frac{b}{a}\right)^{\prime} \times\left(\frac{d}{c}\right)^{k}=q ; \\
{ }^{\prime} v^{\prime} q=\frac{j(a d+b c+2 c d) b+k(a d+b c+2 a b) d}{j(a d+b c+2 c d) a+k(a d+b c+2 a b) c} . \tag{29}
\end{gather*}
\]

Or, the following, simpler but not so good :
\[
\begin{equation*}
\cdots \vee q=\frac{(c+d) j b+(a+b) k d}{(c+d) j a+(a+b) k c} \tag{30}
\end{equation*}
\]

Of all these processes the three-class (28) is the most trust-worthy. When 7 does not naturally resolve in such terms, take \(q / p v\) which does, and extract i. 0 , and multiply results.

In the consecutive series
\[
\frac{b}{a} \times \frac{c}{b} \times \ldots \ldots \times \frac{c}{d} \times \frac{b}{e}=q,
\]
ke a new term, of the first expanded \(q\) times, that is \(q b / q a\). Then drop the \(\mathrm{rm} b / a\), and call \(q b=g\) and \(q u=f\), giving the equation
\[
\frac{c}{b} \times \frac{d}{c} \times \ldots \ldots \times \frac{f}{e} \times \frac{g}{f}=q .
\]

Now apply the diagonal process, according to the spirit, and not the ter, of (25), and we have,
\[
\begin{equation*}
\frac{b g+2 c f+2 d e}{2 b f+2 c e+d^{2}}=1={ }^{n} l^{\prime} q \tag{8}
\end{equation*}
\]

Now this result will be found no nearer than the result in (25) the mean of the two will give a close result. It is not, however, a formal value, and I think there are cases where the error of (25) and (25i) are bott the same side. Hence, their mean would be of no value in particular.

\section*{Procres for. Special Roots.}

For Square Root: [Hutton gives \(\left.\frac{a c+b^{2}}{2 a b}=\sqrt{\frac{b}{a} \times \frac{c}{b}}\right]\).
\[
\begin{gathered}
{ }^{2} V q=1=\frac{(c+d) b+(a+b) d}{(c+d) a+(a+b) c} \cdots \\
\imath^{\prime} V^{\prime}=1=\frac{3 b c d+3 a b d+b^{2} c+d^{2} a}{3 a b c+3 a c d+a^{2} d+b^{2} c} . \\
{ }^{2} V V^{\prime}=1=\frac{(\sqrt{c d} \times b)+(\sqrt{a b} \cdot d)}{(V / \overline{c d} \times a)+(\sqrt{a b} \times c)}, \\
\text { or }=1=\frac{b_{V} \overline{c d}+d_{V} \overline{a b}}{a_{V} / \overline{c d}+c \sqrt{a b}} \cdots \cdots
\end{gathered}
\]

If we call \(r\) an approximate value of the required square root, then
\[
\begin{gathered}
\frac{q+r}{p+r}=1=\sqrt[2]{\frac{q}{p} \ldots \ldots} \\
\text { or } \frac{q^{2}+6 r^{2} q+r^{4}}{4 r\left(q+r^{2}\right)}=l==^{2} v^{\prime} q .
\end{gathered}
\]

For Cube Roots:-
\[
\frac{7 q^{3}+42 q^{2}+30 q+2}{2 q^{3}+30 q^{2}+42 q+7}=1={ }^{3}, q
\]

Also, if \(\frac{b}{a} \times \frac{d}{c} \times \frac{f}{e}=q\),
\[
\begin{equation*}
\therefore 1 / q=\left\lvert\,=\frac{b d c+b c f+a d f}{a \cdot f+a} \frac{d}{d e+b c \epsilon} .\right. \tag{37}
\end{equation*}
\]

This is the best of all cube root processes, and I call it the interveaving ss. It has remarkable properties.

For the Root:-If \(\frac{b}{a} \times \frac{c}{b} \times \frac{d}{c}=q\); then
\[
\begin{equation*}
\frac{2 b d+c^{2}}{2 a c+b^{2}}=1=1 \vee q, \text { or }{ }^{3} \vee q^{2} . \tag{38}
\end{equation*}
\]

For the Fourth Root:-Let
\[
\frac{b}{a} \times \frac{c}{b} \times \frac{d}{c} \times \frac{e}{d}=q .
\]

Then ' \(v^{\prime} q=1=\frac{(b e+c d) b+(a e+b d) e+(a d+b c) d+\left(a c+b^{2}\right) e}{(b e+c d) a+(a e+b d) b+(a d+b c) c+\left(a c+b^{2}\right) d}\).

\section*{Under-Square Formula.}
\(U=(\sqrt{ } q-\sqrt{ } / p)^{8}, U_{4}=(\sqrt[3]{ } q-\sqrt[2]{p})^{4}, U_{8}=(\sqrt[3]{q}-\sqrt[8]{p})^{8} \ldots \ldots \ldots\)
(7) is an under-square formula and, if \(q\) is an even square, is precisely valent to the \(i n t h\) root of \(\vee q\), by the first correction of formula 1.

The first correction of (7) is
\[
\sqrt[n]{\frac{q}{p}}==\frac{n_{8}+d--\frac{2\left(n^{2}-1\right)}{3 n} U-\frac{n^{2}-4}{6 n} U_{4}}{n_{8}-d-\frac{2\left(n^{2}-1\right)}{n} U-\frac{n^{2}-4}{6 n} U_{4}} \ldots \ldots \ldots .(40) .
\]

Also, \(\quad \sqrt[n]{\frac{q}{p}}==\frac{n s+d-\frac{2\left(n^{2}-1\right)}{3 n} U-\frac{(E-1) U}{72} \times \frac{n(n-2)}{n-1}}{n s-d-\frac{2\left(n^{2}-1\right)}{3 n} U-\frac{(E-1) U}{72} \times \frac{n(n-2)}{n-1}}\)
Still another but complex value of \({ }^{n} \sqrt{\frac{q}{p}}\) is :
\(\frac{d-\frac{\left(2 n^{2}-n\right)}{3 n} U-\frac{\left(n^{3}-4\right) U_{4}}{6 n}-\frac{\left(n^{8}-16\right)\left({ }^{8} \sqrt{ } / q-^{8} V^{\prime} p\right)^{4} \times(1 / q+1) \sqrt{ } p}{*^{*} 12 n}}{d-\frac{\left(2 n^{2}-n\right)}{3 n} U-\frac{\left(n^{2}-4\right) U_{4}}{6 n}-\frac{\left.\left(n^{8}-16\right){ }^{8} 1^{\prime} q-^{8} \sqrt{ } / p\right)^{6} \times(1 / q+1) \sqrt{ } p}{{ }^{*} 12 n}} \cdots\)
- It seem that ilm ia better in actaal practice.

For cube root use for coefficients 88 and if instead of 18 and \(\mathrm{f}_{8}\).
Illustrations: All the equidistant formulæ, except these, approach accaracy only when \(y\) is near unity. No such restriction binds these [the undersquare] formulx, especially those which are most developed. And here, let me say, is undoubtedly the beginning of a series which I think the Calculi would unfold, and I trust some friend of science will take the burden of solving it. So developed, I am satisfied that all roots of all numbers would be extractable to any required degree of accuracy.
1. Taking (40) extract 4096 .
2. Taking \({ }^{1} / \overline{4096}\), we have
3. Take ' \(V\) ' \(\overline{4096}\). By (42),
\[
\text { but should }=4 \text {. }
\]

To Sum a Series: \(S=1, r, r^{2}, \ldots \ldots . r^{n-1}, n\) terms.
Let \(s=\) ratio \(+1=r+1, d=r-1\).
\[
\begin{equation*}
S:!=\frac{2 n}{8-n d+\frac{\left(n^{8}-1\right) d^{2}}{38}} . \tag{43}
\end{equation*}
\]

If a exceeds 2 , this is not accurate enough to be of value.

\section*{Cube Root by Difference Method.}

Take \(a^{3}<q, b^{3}>q\). Call \(q-a^{3}=A, b^{3}-q=B\). Then
\[
\begin{equation*}
\frac{a^{2} B+b^{2} A}{a B+b A} \cdot 1=31^{\prime} q \tag{44}
\end{equation*}
\]
\[
\begin{aligned}
& \text { Ruot }=\frac{3 \times 4097+4095-\frac{16}{6} \times 3969-\mathrm{r}_{6}^{6} \times 2401}{3 \times 4097-4095-\frac{16}{8} \times 3969-18 \times 2401} \\
& =\frac{12291+4095-7056-667 \text { nearly }}{12291-4095-7056-667 \text { nearly }}={ }_{88 / 8 s^{3}}=18+;
\end{aligned}
\]

\section*{Convenient Fobmula for Roots of 2.}
\[
\begin{equation*}
\because / 2-1=\frac{101 n+35+\frac{35(r-1)}{6(r+1)}}{101 n-35+\frac{35(r-1)}{6(r+1)}} . \tag{45}
\end{equation*}
\]

A Rovar Value of \(q\) in Terks of \(E\).
\[
\begin{equation*}
q-i=\frac{\sqrt{9+} \overline{3 E^{2}}+2 E}{3-E} \tag{46}
\end{equation*}
\]

Logarithmb.
A curious fact, but scarcely a useful one, is : The logarithm of any numapproaches
\[
\begin{equation*}
K_{B-1}=\frac{V^{\prime} B \times\left(q-B^{m}\right)}{\sqrt{ } B \times\left(\gamma^{\prime} B-1\right) B^{m}+\left(1^{\prime} B-1\right) q}+m, \tag{47}
\end{equation*}
\]
rein \(K\) is the logarithm, \(B\) the base of the system, \(m\) the characteristic of the rrithm of \(q\), the quantity. Now if \(B=4\), the formula becomes
\[
\begin{equation*}
K_{4}=1=\frac{2\left(q-B^{m}\right)}{2 B^{m}+q}+m, \tag{48}
\end{equation*}
\]

If \(q=q / p\), then \(K_{4}=1=\frac{2 q-2 B^{m} p}{2 B^{m} p+q}+m\)
If \(K_{4}=\frac{m+c}{d}\), then \(q=1=B^{m}\left(1+\frac{3 c}{2 d-c}\right)\)
\[
\begin{equation*}
=1=B^{m} \frac{2 d+2 c}{2 d-c} . \tag{51}
\end{equation*}
\]

Since Napierian \(\log E=1=\$\{K\), and also, since
\[
n, q=1=\frac{\frac{44}{61} K+\frac{1}{2 n}}{\frac{44}{61} K-\frac{1}{2 n}}
\]
roughly, then
\[
\begin{equation*}
n_{1}, q=1=\frac{\frac{44}{61} K+\frac{1}{2 n}}{\frac{44}{61} K-\frac{1}{2 n}} \text { roughly. } \tag{52}
\end{equation*}
\]

The term \(K\) also may be understood to mean the logarithm of \(q\) to base 4.
\[
K \text { of } 10=\frac{f}{j} \text { then } q=4(1+q)=10 .
\]

The error by this method is easily represented by a curve.
In the fractional processes continually occur the coaddition of fractions, or the adding of numerators together, and of denominators also, when the latter are not the same. When the fractions, two or more, are "embracing," the resulte are close, and if "harmoniously embracing" then positively accurate geometric averages. They are harmonious when the product of the two terms of each frac. tion are the same.

Thus, \(\frac{\pi}{\frac{f}{f}}\) and \(f\) are embracing, and their co-sum doubled is \(2 \times\{ \}=2.727+\). The real sum is \(\frac{83}{8}=2.767+\). \(\%\), \(1 \%\) and \(\frac{10}{6}\) are embracing, and their \(c 0-80 m\) tripled is \(3 \times \frac{13}{1}=4.125\). The real sum is \(\frac{81}{80 \chi^{2}}=4.200\). \(f\) and \(\{\) are harmonionsly embracing. Their co-sum is \(\frac{7 f}{6}\) or which is their square root and precise geometric average.

Rough addition may be performed by co-addition. Thus, \(19+\{ \}=1=\{ \}\), or \({ }_{1}{ }^{7}\), which doubled differe from \(\frac{14}{}{ }^{2}\) as 3817 differs from 3808, or 1 in 423 parts.

In the foregoing processes for extraction of roots, calculation of logarithms, etc., excepting the factor-process, the accuracy increases rapidly as \(q\) approaches unity. In general they have value only when \(q\) lies between .5 and 2 . Their value should be tested by logarithms. When \(q\) exceeds 2 , it may generally be divided by the \(n\)th power of some simple quantity, which will bring it near unity. If this be difficult, use the nearest power of 2 (say \(m\) ) as previously explained.

Many apparently absurd problems are readily answered by these formula. Thus: If the cube root of \(2.5=19\) what is the 4 th root of \(3.333+\) ?

Using the 2-class process, formula (29), 一
\[
\begin{aligned}
\left(\frac{19}{14}\right)^{3} \times\left(\frac{4}{3}\right) & =(\text { say to } 3 t) \frac{(125 \times 3 \times 19)+(645 \times 4)}{(375 \times 14)+(645 \times 3)} \\
= & 178 \%=1\}\} t=1.35545,[\text { error here }]
\end{aligned}
\]
or by (30),
\[
\frac{399+132}{294+99}=\frac{531}{393}=\frac{177}{131}=1.35114 .
\]

\section*{Comparibon of Fraction.}

It is frequently necessary, or desirable to compare the values of two unwieldly, yet not very unequal fractions, or to ascertain approximately the comparative value of two ordinary fractions quickly, even if only approximately. Hence the following :

Compare \(b / a\) with \(d / c\). Suppose them nearly equal to \(z / y\), and divide each fraction by it, giving by/az and \(d y / c a\). Subtract unity from each, and we have \(\frac{b y \pm a z}{a z}\) which make equal to \(\frac{1}{u a z}\), and \(\frac{d y-c z}{c z}\) which make equal to \(\frac{1}{v c z}\). Then
\[
\frac{u a z \mp v c z}{(u a z) \times(v c z)}=\frac{(u a \mp v c) z}{u a v c z}
\]
\(=\) the relative excess of \(b / a\) over \(d / c\). If \(u\) and \(v\) are each unity, the process is very simple.

\[
\begin{aligned}
& \frac{22-16}{22 \times 16}=\frac{1}{58 \frac{1}{2}}, \text { or }=\frac{11-8}{11 \times 8 \times 2}=\frac{1}{589} .
\end{aligned}
\]

True answer \(=\mathbf{8 6}\).

\[
\frac{b y}{a z}=\frac{116}{117}, \quad \frac{d y}{c z}=\frac{196}{195}, \quad \frac{195+117}{195 \times 117}=\frac{312}{22815}=\frac{1}{73.1+} .
\]

By the formula \(\frac{49+29}{49 \times 29 \times 4}=\frac{76}{5684}=\frac{1}{74.8}\).
\[
\text { True answer }=\frac{1911-1885}{1911}=\frac{1}{73.5} .
\]

New York, 1878-1883.

\section*{ARITHMETIC.}


\section*{SOLUTIONS OF PROBLEIS.}

\section*{ Peansylvania. \\ A man owes me \(\$ 200\) due in 2 years, and I owe him \(\$ 100\) due in 4 years; when can be pay me \(\$ 100\) to settle the account equitably, money being worth \(6 \%\) ? .}
1. Solution by P. 8. BIRA, Priodpal of Saboole, Ladmore, Morth Dakota ; and the Propoare

Let \(x=\) the time.
Now, the present worth of 8200 for \((2-x)\) years-the present worth of \(\$ 100\) for \((4-x)\) years must \(=\$ 100\).
\(\frac{10000}{56-3 x}=\) present worth of 8200 for \((2-x)\) years at \(6 \%\).
\(\frac{5000}{62-3 x}=\) present worth of 8100 for \((4-x)\) years at \(6 \%\).
\(\therefore \frac{10000}{56-3 x}-\frac{5000}{62-3 x}=100\).
\(\therefore x=358615\) years \(=4\) months and 9 days.

\section*{II. Eelation by FREDERIC R. HOIERT, Mow Raven, Congeotiout.}

The present value of \(\$ 1.12\) due 2 years hence is \(\$ 1.00\). Therefore the present value of \(\$ 200.00\) due in 2 years is \(\$ 200+1.12=\$ 178.571\). The present value of \(\$ 1.24\) due 4 years hence is \(\$ 1.00\). Therefore the present value of \(\$ 100.00\) due 4 years hence is \(\$ 100 \div 1.24=\$ 80.645\). If we deduct \(\$ 80.645\) from \(\$ 178.571\) we have \(\$ 97.926\), the amount due to me at the present time. This sum placed at interest at \(6 \%\) would yield \(\$ 97.926 \times .06=85.876\) in 1 year. The difference between \(\$ 100.00\) and \(\$ 97.926\) is \(\$ 2.074\), the interest which must accumulate in order that the sum may become equal to \$1.00. Therefore since the interest \(\$ 5.876\) accumulates in 1 year, the interest \(\$ 2.074\) will accumulate in \(2.074 \div 5.876=0.3529\) years. Answer.
78. Proposed by W. E. CABTER, Profeceor of Mathematies, Centonary Colloge of Louisiana, Jection, Loaidiana.

Though the length of my field is 1-7 longer than my neighbor's, and its quality is \(1-0\) better, yet as its breadth is \(1-4\) less, his is worth \(\$ 500\) more than mine. What is mine worth? Encyclopedia Brilannica.

Solation by Macee EVA JOIEs and EEVA CAROTHERS, Senior Papile of Weat Polet Gradad sebmal.
1. \(l: l^{\prime}:: 7: 8\). 1st condition.
2. \(q: q^{\prime}:: 9: 10\). 2nd condition.
3. \(\quad b: b^{\prime}:: 4: 3\). 3rd condition.
4. \(v: v^{\prime}:: 21: 21\), multiplying and reducing, and remembering that ie value \(\propto\) l.b.q.
5. Also \(v-v^{\prime}=8500\). Whence,
6. \(v=\$ 10500\). From (4) and (5),
7. \(v^{\prime}=\$ 10000\).

This problem wes also solved by B. P. gINE, NELGON 8. BORAT, P. B. BERG, P. M. MocaN.

M. A. Cruber eent in a solution of Problom 70, Departmont of Arithmetio, too late for credit in last mee. His annwer is 6.48 Jearn.

\section*{ALGEBRA.}

Condected by J. M. COLAW. Monterey, Va. All contributions to thde dopartanent should be sant to hine.

\section*{SOLUTIONS OF PROBLEMS.}
68. Propoed by ROBETRT JUDSOI ALET, M. A., Proleseor of Mathomatics in Isdiana Oaivardty, Blocin ttom, Iadiana.

Sum to \(n\) terms the series, \(n \cos \theta+(n-1) \cos 2 \theta+(n-2) \cos 3 \theta\), etc.
[Chrystal's Algebra.]
 c.

Let \(S=n \cos \theta+(n-1) \cos 2 H+(n-2) \cos 3 \theta \ldots \ldots\). Also let \(S_{n}=\sin 6+\) \(\mathrm{n} 2 H+\sin 3 H \ldots \ldots \ldots\), and \(S_{c}=\cos \theta+\cos 2 \theta+\cos 3 H \ldots\) \(\qquad\)
\[
S=n[\cos \theta+\cos 2 H+\cos 3 H+\ldots \ldots \ldots]-[\cos 2 H+2 \cos 3 H+\ldots \ldots \ldots],
\]
\[
=(n+1)[\cos H+\cos 2 H+\cos 3 H+\ldots \ldots \ldots]-[\cos \theta+2 \cos 2 H+3 \cos 3 A \ldots \ldots \ldots],
\]
\[
=(n+1) S_{c}-d S_{\mathrm{a}} / d H .
\]

obably as compact a form as can be obtained.
II. Solution by G. B. M. zerg, A. M., Ph. D., Toxarkame, Arkanes.

Let \(S=\) sum required,
\(2 \sin \left\{\theta \cos n \theta=\sin \left\{\theta+\frac{2 n-1}{2} \theta\right\}-\sin \left\{\theta+\frac{2 n-3}{2} \theta\right\}\right.\)
\(4 \sin \} \theta \cos (n-1) \theta=2 \sin \left\{\theta+\frac{2 n-3}{2} \theta\right\}-2 \sin \left\{\theta+\frac{2 n-5}{2} \theta\right\}\)
\(6 \sin \left\{\theta \cos (n-2) \theta=3 \sin \left\{\theta+\frac{2 n-5}{2} \theta\right\}-3 \sin \left\{\theta+\frac{2 n-7}{2} \theta\right\}\right.\)
\(8 \sin \left\{\theta \cos (n-3) \theta=4 \sin \left\{\theta+\frac{2 n-7}{2} \theta\right\}-4 \sin \left\{\theta+\frac{2 n-9}{2} \theta\right\}\right.\)
\(2 n \sin \ddagger \theta \cos \theta=n \sin (\theta+\ddagger \theta)-n \sin (\theta-1(\theta)\).
Adding we get
\(2 \sin \} \theta=\left(\sin \frac{3}{1} \theta+\sin \xi \theta+\sin \xi \theta+\ldots \ldots \ldots+\sin \frac{2 n+1}{2} \theta\right)-n \sin \notin \theta\),
\(=\left[\sin \left(\frac{n+2}{2}\right) \sin \{(n \theta)] / \sin \right\} \theta-\Omega \sin \{\theta\).
\(\left.\therefore S=\left[\sin \left(\frac{n+2}{2} \theta\right) \sin \right\}(n \theta)-n \sin ^{2}\{\theta] / 2 \sin ^{2}\right\} \theta\).
The series in parenthesis above is summed in all trigonometries in the series, \(\sin \alpha+\sin (\alpha+\beta)+\), etc., by making \(\alpha=\frac{1}{8} \theta, \beta=\theta\).

Im. Solution by J. sciemfrir, A. M., Hagerstown, Marghad.
The given series may be broken up into:
\(n[\cos \theta+\cos 2 \theta+\cos 3 \theta+\ldots \ldots \ldots \cos n \theta]\)
\[
-[\cos 26+2 \cos 3 H+3 \cos 4 \theta+\ldots \ldots \ldots(n-1) \cos n(t] .
\]

To sum the series \(\cos \theta+\cos 2 \theta+\cos 3 H+\ldots \ldots . . \cos n \theta\), we have \(\sin \frac{1}{2}-\sin \frac{2}{3} \theta=-2 \cos \theta \sin \frac{1}{4} \theta\).
\(\sin \boldsymbol{z} \theta-\sin \{\theta=-2 \cos 2 \theta \sin \ddagger \theta\).
\(\sin \boldsymbol{\xi}^{\theta} \theta-\sin \frac{1}{2} \theta=-2 \cos 3 \theta \sin \frac{1}{2} H\).
\(\sin \ddagger(2 n-1) \theta-\sin \ddagger(2 n+1) H=-2 \cos n \theta \sin \ddagger \theta\).
Adding, we have, \(\sin \{\theta-\sin \ddagger(2 n+1) \theta=-2 \sin \xi \theta \Sigma(n \theta)\).

\(\therefore n \Sigma\left(n(t)=\left[n \cos \frac{1}{9}(n+1) \theta \sin \frac{1}{\mathbf{1}} n t\right] / \sin \frac{1}{2} \theta\right.\).
To sum the second part, we have,
\[
x^{2}+2 x^{3}+3 x^{4}+\ldots \ldots \ldots(n-1) x^{n}=\left[x^{2}-n x^{n+1}+(n-1) x^{n+2}\right] /(1-x)^{2} .
\]

Putting \(x=\cos \theta+i \sin \theta\), and employing the formula \((\cos \theta+i \sin \theta)^{m}=\) \(38 m 6+i \sin m A\), we obtain after putting the real parts of both members equal, and saking all necessary reductions, for the sum of the second series
\[
=\frac{\cos \theta-n \cos n \theta+(n-1) \cos (n+1) \theta}{4 \sin ^{2} \frac{1}{2} \theta} ;
\]
- that the sum of the given series
\[
=\frac{n \cos \frac{1}{2}(n+1) \theta \sin \frac{1}{2} \theta}{\sin \frac{1}{2} \theta}+\frac{\cos \theta-n \cos n \theta+(n-1) \cos (n+1) \theta}{4 \sin ^{2} \frac{1}{2} \theta} .
\]

To test this formula we must of course, leave the coefficient \(n\) of the first ixpression unchanged, while in all the other factors and terms which involve n, 1 must be put successively \(=1,2,3,4\), etc.

Aleo solved by E. W. MORRELL.

\section*{60. Propoced by C. B. WHiITE, A. M., Tratalgar, Indiama.}

Prove that \(x^{n} \pm x^{n-1}+x^{n-2} \pm \ldots \ldots \ldots+( \pm 1)^{n-1} x+( \pm 1)^{n}=(x \mp 1)^{n} \pm\) \((x \mp 1)^{n-1}+B(x \mp 1)^{n-2} \pm \ldots . . .+( \pm 1)^{n} x\), where \(A, B, C, \ldots .\). are the inomial coefficients of the \((n+1)\) th order.
c.
\(x^{n} \pm x^{n-1}+x^{n-2}+\ldots . .\).
\(\left.r x^{n+1}+1\right) /(x+1) \ldots \ldots \ldots \ldots \ldots \ldots(2),=\left\{[(x-1)+1]^{n+1}-1\right\} /(x-1)\), or
\(\left.[(x+1)-1]^{n+1}+1\right\} /(x+1),=(x-1)^{n}+C_{n+1}^{n}(x-1)^{n-1}+C_{n+1}^{n}(x-1)^{n-2}+\ldots \ldots\),
or \((x+1)^{n}-C_{n+1}^{0}(x+1)^{n-1}+C_{n+1}^{2}(x-1)^{n-2}-\ldots .\).
\(=(x \mp 1)^{n} \pm A(x \mp 1)^{n-1}+B(x \mp 1)^{n-2}+\ldots .\).
II. Soletion by E. W. MORRELK, Profeceor of Mathematies in Montpolier Seminary, Montpolier, Vermont.

Let \(K=x^{n} \pm x^{n-1}+x^{n-2} \pm \ldots \ldots .+( \pm 1)^{n-1} x+( \pm 1)^{n}\).
Put \(x=y \pm 1\), expanding and observing that the sign of the last term of ch expression is \(\pm\) if \(n\) is odd but + if \(n\) is even, we may write :
\[
\begin{aligned}
& =(y \pm 1)^{n}=y^{n} \pm n y^{n-1}+\frac{1}{2}[n(n-2)] y^{n-2} \pm \ldots \ldots . . . . . . . \\
& x^{n-1}= \pm(y \pm 1)^{n-1}= \pm y^{n-1}+(n-1) y^{n-2} \pm \ldots \ldots \ldots+( \pm 1)^{n-1}(n-1) y+( \pm 1)^{n}
\end{aligned}
\]
\[
\begin{aligned}
& \text { etc } \\
& \text { etc. }
\end{aligned}
\]
\[
\begin{aligned}
& ( \pm 1)^{n-1} \varepsilon=( \pm 1)^{n-1}(y \pm 1)=. . . . . . . . . . . . . . . . . . . . . . . . . . .( \pm 1)^{0-1} y+( \pm 1)^{\varphi} \\
& ( \pm 1)^{n}= \\
& ( \pm 1) .
\end{aligned}
\]

By adding, and simplifying the coofficientif of \(y\), we have
\(\left.K=y^{n} \pm(n+1) y^{n-1}+\right\}[(n+1) n] y^{n-2} \pm \ldots+( \pm 1)^{n-1}\left\{[(n+1) n] y+( \pm 1)^{n}(n+1)\right.\), which has binomial coefficiente of the \((n+1)\) th order. Bubstitating \(A, B, C\), ........ for the coefficients and restoring the values of \(y\),
\(K=(x \mp 1)^{n} \pm A(x \mp 1)^{n-1}+B(x \mp 1)^{n-2} \pm \ldots \ldots . \ldots+( \pm 1)^{n-1} B(x \mp 1)+( \pm 1)^{2} A\).
[Fxpanding and combining the terms of the second nember, we get the first member for a result. Zerr.]

\section*{GEOMETRY.}


\section*{BOLUTIONB OF PROBLEBAS.}

The consecutive siden of a quadrilaternl are \(n, b, r, d\). Suppowing ita diagonala to be equal, find them nod also the area of the quadrilateral.
II. Solation by A. E. Beth. Eitighore. Mioof

The solution as pablished simply demonstrates this theorem, \(n^{0}+b^{\varepsilon}+c^{s}\) \(+d^{2}=2 x^{2}+4 \overline{K^{4}}\), with two unkpowns, and is then solved fur a particular case.

Let the sides of the quadrilateral \(A B, B C, C D\), and \(A D\), be \(a\), \(b, ~ f\), and \(d\); and the diagonals each \(=2 x ; x+y, x-y=\) the segments \(A O\) and \(O C\); and \(B O\) and \(O D=\) \(x+z\) and \(x-z\). In the trianglea \(A O B, B O C\), and \(C O D\) we have \((x+y) \cos A+(x+z) \cos B=a, \quad \cos A\) \(=\left(4 x^{2}+a^{2}-b^{2}\right) /(4 a x), \cos B=\)
 ( \(\left.4 x^{1}+a^{8}-d^{2}\right) /(4 \pi x)\), making
\(\left(4 x^{2}+a^{3}-d^{2}\right)=\left(2 a^{2}+b^{2}+d^{2}\right) x-8 x^{3}-\left(4 s^{3}+a^{6}-b^{2}\right) y\)
Similarly \(B O C, x^{2}\left(4 x^{2}+b^{3}-c^{2}\right)=\left(2 b^{2}+a^{2}+c^{2}\right) x-8 x^{3}-\left(a^{2}-b^{2}-4 x^{3}\right) y\)
and \(C O D, x\left(-4 x^{2}+b^{4}-c^{3}\right)=\left(b^{2}+2 c^{3}+d^{2}\right)=8 x^{2}+\left(c^{3}-d^{3}+4 x^{2}\right) y\)
Sobtencting (2) from (1), ( \(\left.a^{4}-b^{*}+c^{2}-d^{2}\right) x^{2}=\left(a^{2}-b^{3}-c^{2}+d^{2}\right) x-8 c^{2} y\)
Subtrecting (8) from (2), \(8 x^{2} s=\left(a^{2}+b^{*}-c^{*}-d^{2}\right) x-\left(a^{*}-b^{2}+c^{2}-d^{2}\right) y\)
Equating the values of 3 in (4) and (5) and solving for \(y\), after letting \(\left(a^{2}-b^{2}+c^{2}-d^{2}\right)=b^{2} a^{2}-b^{2}-c^{2}+d^{2}=f, a^{2}+b^{2}-c^{4}-d^{2}=g\), we have
\[
\begin{equation*}
y=\left(c g-8 f x^{3}\right) /\left(s^{2}-64 x^{4}\right) \cdot x \tag{6}
\end{equation*}
\]

Bquatiog the valued of \(z\) and molving for \(y\) in (1) and (4) Ater letting
\[
a^{2}-b^{2}=2 n, \quad a^{2}-d^{2}=n, 2 a^{2}+b^{2}+d^{2}=p, \quad 2 c+f=q
\]
and noting that \(8 n-6=g\), we heve
\[
\begin{equation*}
y=\left(4 q^{2}-c p+f n\right) /\left(32 x^{4}+4 y^{2}-6 m\right) \cdot x . \tag{7}
\end{equation*}
\]

Equating the valnea of \(y\) in (6) and (7),
\(512 x^{4}-64\left(a^{4}+b^{4}+c^{3}+d^{2}\right) x^{4}+16\left[a^{2}\left(b^{2}-2 c^{4}+d^{2}\right)+b^{2}\left(c^{2}-2 d^{4}\right)+c^{2} d^{4}\right] x^{4}\)
\[
\begin{equation*}
+4(a c-b d)(a c+b d)\left(a^{4}-b^{2}+c^{2}-d^{8}\right)=0 \ldots \tag{8}
\end{equation*}
\]

Let \(x^{*}=1 y, 4 x^{*}=\frac{1}{3}, 2 x=\sqrt{2} y\), or multiply (8) by the geomotrical errios, 홍, \(\frac{1}{1}, \frac{1}{1}\), and 1, ratio \(=8\), then ( 8 ) becomes
\(y^{3}-\left(a^{2}+b^{2}+c^{2}+d^{2}\right) y^{2}+2\left[a^{2}\left(b^{2}-2 c^{t}+d^{2}\right)+b^{2}\left(c^{2}-2 d^{2}\right)+c^{2} d^{2}\right] y\)
\[
\begin{equation*}
+4(a c-b d)(a c+b d)\left(a^{*}-b^{*}+c^{4}-d^{d}\right)=0 \tag{9}
\end{equation*}
\]

When thi is colved by Cardan's formuls, then aince thore ere given the ciles of the triangle \(\triangle B C\) and \(A C D\), we have in the general formals, with the whes \(\sigma, b\), and \(2 x\), and \(c, d\), and \(2 x\), the ares for the quadrilateral
\[
\begin{aligned}
& A B O D=i /\left[(a+b)^{2}-4 x^{2}\right] \times\left[4 x^{2}-(a-b)^{2}\right] \\
&+\frac{1}{} /\left[(c+d)^{2}-4 x^{3}\right] \times\left[4 x^{2}-(c-d)^{2}\right]
\end{aligned}
\]

Example: \(a, b, c, d=6,5,3,4\), respectively, in (9) gives
\[
y^{3}-86 y^{2}+894 y-1216=0
\]

By Horner's method, \(y=75.7270176+\). Diagonal \(2 x=6.1533+\) agreeing with a close drawing.
[Mr. Bell sent us this solution March 14, 1895. We have looked it over carefully and believe that it is entirely correct. The solution published in the July-August number \(d\) Vol. II is of a particular case. Enitor.]

\section*{CALCULUS.}

Conducted by J. M. COLAW, Moutarey, Va. All contributions to this department should be eat to him

\section*{SOLUTIONS OF PROBLEMS.}
67. Proposed by I. M. MoGAW, A. M., Professor of Mathematics in Bordentown Military Inatitato, Inor dentown, Iow Jersey.

Solve the following equation : \(\left(1+x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+2 y=0\).
1. Solation by WIMTHME E. HBAL, A. M., Member of the Ioadon Mathematioal 8ocioty, and Tremer © Grant County, Marion, Indiana.

Let \(y=b x\left[\int z d x+c\right]\) and the equation becomes
\[
\begin{gathered}
x\left(1+x^{2}\right) \frac{d z}{d x}+2 z=0, \text { or } \frac{d z}{z}+\frac{2 d x}{x\left(1+x^{2}\right)}=0 . \\
\therefore z=c^{\prime}\left(1+\left[1 / x^{2}\right]\right) ; y=b x\left\{c^{\prime}(x-[1 / x])+c\right\},=B x+A\left(1-x^{2}\right) .
\end{gathered}
\]
II. Solution by B. C. WHITARER , M. E., Ph. D., Profescor of Mathematios in Manaal Traiaiag sebool, Philedelphia, Ponnaslvania.

Proceeding to obtain a solution in series, both values of \(y\) are found to terminate immediately. The complete primitive is \(y=A x+B\left(x^{2}-1\right)\).
III. Solition by WILLIM HOOVBR, A. M., Ph. D., Professor of Mathematies and Astromong in Oib state Onivaraty, Athens, Ohio.

It is shown (Forsyth's Differential Equations, Article 58) that
\[
\begin{equation*}
d^{2} y / d x^{2}+P(d y / d x)+Q y=R \tag{1}
\end{equation*}
\]
gives, when \(y=v w\)
\[
\begin{equation*}
w \frac{d^{2} v}{d x^{2}}+\left(2 \frac{d v}{d x}+P w\right) \frac{d v}{d x}+\left(\frac{d^{z} w}{d x^{2}}+P \frac{d w}{d x}+Q w\right) v=R \tag{3}
\end{equation*}
\]
with the conditional equations :
\[
\begin{array}{r}
\frac{d^{2} w}{d x^{2}}+P \frac{d v}{d x}+Q v=0 \ldots . \\
\frac{d^{2} v}{d x^{2}}+\left[(2 / v) \frac{d v}{d x}+P\right] d v / d x=R / v \tag{5}
\end{array}
\]
w being supposed known from (4) gives
\[
\begin{equation*}
w^{2} \frac{d v}{d x} \varepsilon-\int P d x=A+\int w R \varepsilon \int P d x d x \tag{6}
\end{equation*}
\]
and \(v=B+A \int \frac{d x}{w^{2}} \varepsilon^{-\int P d x}+\int \frac{d x}{w^{2}} \varepsilon^{-\int P d x} \int w R \varepsilon \int P d x d x\)
Now (4) is of the same form as (1) excepting that the right member is 0 ; so that if we have a solution of (4) we have that of (1) when \(R=0\).

The given equation is
\[
\begin{equation*}
\frac{d^{2} y}{d x^{2}}-\frac{2 x}{1+x^{2}} \frac{d y}{d x}+\frac{2}{1+x^{2}} y=0 . \tag{8}
\end{equation*}
\]
then \(P=-2 x /\left(1+x^{2}\right)\), and a particular solution is
\(y=x\)
\[
\begin{equation*}
\text { (9), or } w=x \tag{10}
\end{equation*}
\]

Then (7) gives \(v=B-A \int\left(\frac{d x}{x^{2}}+1\right)=B+\dot{A}(x-[x / 1])\),
and \(y=v x=B x+A\left(x^{2}-1\right)\), the required solution.
[ \(A_{s}\) will be been from the last solution both forms are correct. The first form is given as the answer, on page 838 of Byerly's Integral Calculus. Edrros.]
aleo eolved by O. W. ANTHONY, w. C. M. blact, J. sGhifferr, G. b. M. EERE. and P. s. bebg.
 D. c.

A line pasees through a fixed point and rotates uniformly about this point. Another line passes through a point which moves uniformly along the arc of a given curve and rotates uniformly about this point. Develop a method for finding the locus of intersection of these two lines. Apply to case of circle and straight line.

\section*{Solution by tho PROROBIR.}

Let \(y=f(x)\) be the equation of the curve, taking the fixed point as origin. Let \(\left(x_{1}, y_{1}\right)\) be the position of the moving point at time \(t\). Call \(\theta_{2}\) the angle which the line through the fixed point originally makes with axis of \(x\); also, let \(\omega_{1}\) be the rate of angular rotation. Then the equation of line is
\[
\begin{equation*}
y=\tan \left(\omega_{1} t+\theta_{1}\right) x ; \tag{1}
\end{equation*}
\]
whence \(t=\left(\omega_{1} / 1\right)\left[\tan ^{-1}(y / x)-\theta_{1}\right]\)
Also the equation of other line is
\[
y-y_{1}=\tan \left(\omega_{2} t+\theta_{2}\right)\left(x-x_{1}\right) ;
\]
whence \(t=\left(\omega_{2} / 1\right)\left(\tan ^{-1} \frac{y-y_{1}}{x-x_{1}}-\theta_{2}\right)\)
\[
\begin{equation*}
d s_{1}^{2}=d x_{1}^{2}+d y_{1}^{2} . \quad d s_{1} / d t=v_{1} . \quad \therefore v_{1}^{2}=\left[1+{\left.\overline{f^{\prime}\left(x_{1}\right.}\right)}^{2}\right]^{\frac{1}{2}} \frac{d x_{1}^{2}}{d t^{2}} . \tag{2}
\end{equation*}
\]
\(t=\frac{1}{v_{1}} \int\left[1+{\overline{f^{\prime}\left(x_{1}\right)}}^{2}\right]^{t} d x\)
(3). \(y_{1}=f\left(x_{1}\right)\)

To solve the problem, then, we integrate (3), solve the resulting equation for \(x_{1}\), substitute this value in (4), and then substitute the values of \(x_{1}\) and \(y_{1}\) in (2), after which \(t\) is to be eliminated between the resulting equation and (1). To apply this method to the case of the straight line
\[
y_{1}=f\left(x_{1}\right)=0 . \quad x_{1}=v_{1} t .
\]
\(\therefore\) From (2), \(t=\frac{1}{\omega_{1}} \tan ^{-1}\left(\frac{y}{x-v_{1} t}\right)-\theta_{1}\).
Then \(\frac{1}{\omega_{1}}\left(\tan ^{-1} \frac{y}{x}-\theta_{1}\right)=\frac{1}{\omega_{1}}\left(\tan ^{-1} \frac{y}{x-\left(v_{1} / \omega_{1}\right)\left(\tan ^{-1}[y / x]-\theta_{1}\right)}-\theta_{1}\right)\).
Let \(y=\rho \sin \phi ; x=\rho \cos \phi\).
\[
\begin{aligned}
& \text { Then } \frac{1}{\omega_{1}}\left(\phi-\theta_{1}\right)=\frac{1}{\omega_{2}}\left[\tan -1\left(\frac{\rho \sin \phi}{\rho \cos \phi-\left(v_{1} / \omega_{1}\right)\left(\phi-\theta_{1}\right)}\right)-\theta_{2}\right] . \\
& \therefore \frac{\rho \sin \phi}{\rho \cos \phi-\left(v_{1} / \omega_{1}\right)\left(\phi-\theta_{1}\right)}=\tan \left[H_{2}+\frac{\omega_{2}}{\omega_{1}}\left(\phi-\theta_{1}\right)\right] . \\
& \therefore \rho=\frac{\left(v_{1} / \omega_{1}\right)\left(\phi-\theta_{1}\right) \tan \left[H_{2}+\left(\omega_{2} / \omega_{1}\right)\left(\phi-\theta_{1}\right)\right]}{\cos \phi \tan \left[\theta_{2}+\left(\omega_{2} / \omega_{1}\right)\left(\phi-H_{1}\right)\right]-\sin \phi},
\end{aligned}
\]
the polar equation of the curve.

The case of the circle leads to complicated results. The case of two fixed points is interesting. The equations of the intersecting straight lines may be written
\[
\begin{equation*}
y=\tan \left(\omega_{1} t+\theta_{1}\right) x \ldots \ldots \ldots \ldots(1), \text { and } y=\tan \left(\omega_{2} t+\sigma_{2}\right)(x-a) . \tag{2}
\end{equation*}
\]

From (1) \(\tan \phi=\tan \left(\omega_{1} t+\theta_{3}\right)\).
\(\therefore \phi=\omega_{1} t+\theta_{1} . \quad t=\left(1 / \omega_{1}\right)\left(\phi-\theta_{1}\right)\).
\(\therefore \rho \sin \phi=\tan \left(\omega_{2} t+\theta_{3}\right)(\rho \cos \phi-a) ;\)
whence \(\rho=\left[\operatorname{atan}\left(\omega_{2} t+\theta_{2}\right)\right] /\left[\cos \phi \tan \left(\omega_{2} t+\theta_{2}\right)-\sin \phi\right]\), or
\[
\rho=\left\{a \tan \left[\frac{\omega_{2}}{\omega_{1}}\left(\phi-\theta_{1}\right)+\theta_{2}\right]\right\} /\left\{\cos \phi \tan \left[\frac{\omega_{2}}{\omega_{1}}\left(\phi-\theta_{1}\right)+\theta_{2}\right]-\sin \phi\right\},
\]
\(=\left\{\operatorname{asin}\left[\frac{\omega_{2}}{\omega_{1}}\left(\phi-\theta_{1}\right)+\theta_{2}\right]\right\} /\left\{\sin \left[\left(\frac{\omega_{2}}{\omega_{1}}-1\right) \phi+\theta_{2}-\frac{\omega_{2}}{\omega_{1}} \theta_{1}\right]\right\} \ldots \ldots \ldots \ldots . . .(m)\).
If they both start from the initial horizontal position at the same time,
\[
\theta_{1}=\theta_{2}=0, \text { and } \rho=a \frac{\sin \left[\left(\omega_{2} / \omega_{1}\right) \phi\right]}{\sin \left\{\left[\left(\omega_{2} / \omega_{1}\right)-1\right] \phi\right\}} .
\]

A large number of curves is included in equation ( \(m\) ).
This problem wan also solved by C. W. M. Black. His solution will appear in the next iscue.

\section*{MECHANICS.}


\section*{SOLUTIONS OF PROBLEMS.}
 D..

If the earth were a perfect sphere and had a frictionless surface, what would be the motion of a particle placed at a given latitude ?

\section*{solution by the Propossre.}

Adopt as coordinates the latitude of the particle and the distance measured
in miles along a circle of latitude. Call the latitude \(\lambda\), and the diatance mensured along the emall circle \(x\). Aleo let \(\lambda\), be the initial intitude.

As the particie muves towards the equator under the resolved componan of centrifugal force there will be no acceleration parallel to the equator.

Then clearly,
\[
x=2 \pi R\left(\cos \lambda-\cos \lambda_{1}\right) \ldots \ldots . . . . . . . . . . . . . .
\]

Also for the acceleration towards the equator,
\[
\frac{d^{t}(R \lambda)}{d t^{3}}=-\frac{2 \pi^{3}}{T^{z}} R \sin 2 \lambda, \text { or } \frac{d^{4} \lambda}{d t^{3}}=-\frac{2 \pi^{3}}{4^{2}} \sin \lambda .
\]

Let \(d \lambda / d t=\mu\).
Then \(\mu=v^{2} \frac{\pi}{T} v^{\prime} \overline{\cos 2 \lambda-\cos 2 \lambda}\).
Whence \(t=\frac{t}{2} \cdot \frac{T}{\pi} \int_{\lambda_{1}}^{\lambda} \frac{d \lambda}{l^{\prime} \cos 2 \lambda-\cos 2 \lambda_{1}}=\frac{T}{\pi} \int_{\lambda_{1}}^{\lambda} \frac{d \lambda}{\sqrt{2} \frac{\sin ^{2} \lambda_{1}-\sin ^{2} \lambda}{2}}\)
Let \(\operatorname{tin} \lambda=\sin \lambda, \sin \phi\). Then
\[
\begin{align*}
& t=\frac{1}{\int_{\phi_{1}}} \frac{d \phi}{\sqrt{1-\sin ^{2} \lambda_{1} \sin ^{2} \phi}} . \quad \phi_{1}=1 \pi, \quad \phi=\sin ^{-1}\left(\frac{\sin \lambda}{\sin \lambda_{1}}\right) . \\
& t=i \frac{T}{\pi}\left[\int_{0}^{\phi_{0}} \frac{d \phi}{1-\sin ^{2} \lambda_{t} \sin ^{2} \phi}-\int_{0}^{\phi} \frac{d \phi}{v-\sin ^{2} \lambda_{1} \sin ^{2} \phi}\right] \\
& =1(T / \pi)\left[F\left(\sin \lambda_{1}, \downarrow \pi\right)-F\left(\sin \lambda_{1}, \phi\right)\right] \tag{2}
\end{align*}
\]

Equation (1) gives the relation between the coorrdinatem at any time, and (2) gives the time of motion.

\section*{AVERAGE AND PROBABILITY.}


\section*{80LUTIOITS OF PROBLEITS.}
 D. 6.

A man is at the center of circular dewert; he travela at given tats but in perfectIf random manare. What in the prohability shat he will be of the demert in engentinae?

Solation by the Fiopoges.
Let \(R=\) the radius of desert, \(T=\) time, \(v=\) rate. Let \(P\) be the position of e man at any instent. Draw about \(P\) an infinitesimal circle, \(M S K\). Call the
 angle \(M P N, \theta\). Then \(\theta=\cos ^{-2} \frac{P N}{P M}\).

Now the rate at which the man mast approach the circumference in order to be off in a given time is \(R / T\). In an infinitely small time the distance will be \((R / T) d t\).

Also \(P N=\) odl.
\(\therefore \theta=\cos ^{-1}\left(\frac{R}{T v}\right)\)
Now \(R, T\), and \(\boldsymbol{\theta}\) are positive. Therefore the value of \(\#\) defined by equa on (1) has to do with an angle less than \(90^{\circ}\).

Now if the nan at sach instant goes within the angle MPN, he will get off ve desert in the given time. The chance that he will do this is
\[
\begin{equation*}
C=\frac{2 \cos ^{-1}[(R / T v)]}{\pi} \tag{2}
\end{equation*}
\]

Hence the required probability in given by (2).
If \(R-0\), or \(T,=\infty\), or \(\theta=\infty, C=1\). If \(R=T v, C=0\).
If \(R>T v, C\) is impossible.
Let \(R=1\), and \(\eta=1\). To find the time which he must have at his disposal 1 order that he may have half a chance to get off the debert.

Clearly \(T=1+2\).

\section*{PROBL륜(8 FOR BOLUTION.}

\section*{ARITHMETIC.}
 mayivanie.

If 24 men, in 16 days of 12 hours ewoh, dig a trench 800 yard long, 5 yards wide, 0 et deep for 540 five-cent lonves when flour in \(\$ 8\) a barrel; what ia flour worth a barrel hen 46 men, working \(53 / 2\) days of 10 houra each, dig a trench 125 yarda long, 5 jards wide, feet deep for 820 four-cent loaves? Solve by proportion.

An enstern nobleman willed his entire estate to his three sons on the condition that re oldest should have one-half, the nezt one-third, and the joungest one-ninth. His ense, on inventory, wat found to consiat of 17 elephants. What should be the share 'emeh ?

\section*{ALOEERA}
 Eowiott, Long Imasd, Mow Terk.

Solve \(x^{2}+x y=10 \ldots \ldots(1) ; y^{2}+x y=15 \ldots \ldots(2)\), for all the roots, and prove that they are the roots.
[Former solutions in print are defective. See Analyat, Vol. VIII, page 111; Vol. IX, page 58. J. M. B.]
 Masseohracotts.

Of \(n\) persons \(A, B, C\), etc., \(A\) first gives to the others as much as coch of them already has; then \(B\) gives to the others as much as each then has; and so on for cech in turn. Finally, \(A, B, C\), etc., have respectively \(a, b, c\), etc., dollars. How muoh had amh at first?
80. Proposed by G. B. M. ESRB, A. M., P4. D., Texarkana, Arkanas.

Solve \(1+x^{4}=a(1+x)^{4}\).
-

\section*{GEOMETRY.}
 ta Mathomatioes, Oiiversity of Ponnoylvania.

Let \(O\) be the center of the inscribed circle. 10 produced meets the circumeircle in \(A^{\prime}\). Find the ratio of \(A O\) to \(O A^{\prime}\).
 Ualverdty, Athens, Ohio.

A plane passes through ( \(0,0, c\) ) and touches the circle \(x^{2}+y^{2}=a^{2}, x=0 ;\) determine the locus of the ultimate intersections of the plane.
76. Proposed by L. B. PRAEER, Bowliag Green, Ohio.

Lines run from a point, \(P\), within a triangular piece of land to the angles \(A, B\), and \(C\) are 91,102 , and 80 rods, respectively; and a line 78 rods in length passing through the point, \(P\), and terminating in the sides \(A C\) and \(B C\) cuts off 3024 square rods adjacent to angle \(C\). Required the dimensions of the land.

\section*{calculus.}
66. Proposed by Ge0zar Lnhex, Ph. D., LL. D., Portland, Oregon.

A string is wound spirally 100 times around a cone 100 feet high and 2 feet in diameter at the base. Through what distance will a duck swim in unwinding the string keeping it taut at all times, the cone standing on its base and at right anglea to the surface of the water?
66. Propoced by J. I. ELLWOOD, A. M., Prinelpal of Coltax 8ehool, Pittsburg, Poasogivanha

Around the top of a conical frustum, -base 5 feet, top 1 foot, altitude 100 feet, - \(\mathbf{i s}\) wound a rope 100 feet long and 1 inch thick. It is unwound by a hawk fiying in one plase. How far does Mr. Hawk fiy ?
 Ohio.

A man starts to walk at a uniform rate across a draw-bridge just as it beplime to move. He walks the full length of the bridge and back, in the same time that it takes the bridge to make a half revolution. How far does he ride, the length of the beidge beling 250 feet, and its velocity uniform about a center axis?

\section*{MEOHANIOS.}

\section*{}

A chain 16 feet long is hung over a amooth pin with one end 2 feet higher than the ther end and then let go. Show that the chain will ran ofl the pin in about 7-5 second. Wright's Mechanics, page 92.]
 4 Onlige at Jusas.

Find the locus of the center of gravity of an are of constant length for a parabola.

\section*{}

A body aldes from reat down a serice of amooth inclined planes, whoee total heighte re \(h\) feet. Show that the velocity at the bottom is \(\sqrt{2} 2 \boldsymbol{h}\) feet per second. [From Wright's rechanice.]

\section*{AVERACE AND PROEABILITY.}

\section*{61. Propeed by ©. B. M. ETM, A. M., M. D., Iexartamen Artamas.}

Three pointe are taken at random in a sphere and a plane pasced through them. ind the average volume of the negment cut off from the aphere.
 Meragiol, minoweri.

A atraight line of length a is divided into three parts by two pointe taken at random; nd the chance that no part is greater than 6. [From Hall and Kwigh's Higher Algebra.]
 6.5. Oarbendite, Impota.

Four Latin sentences are given. Number one has 12 words, two has 18 words, three nd four have 6 each. What are the chances that two pupils will have them in the same rder? Will the reault vary with the number of pupils in the clase?

\section*{EDITORIALS.}

Preeident George H. Harter, of Delaware College, Delaware, has just orered a complete set of the Monthiy.

We shall be pleased to pay 25 cents each for a limited number of copies of io. 6, Vol. I, and No. 11, Vol. II, of the Monthly. Any of our readers wish. gg to dispose of these numbers should write to us.

We are greatly pleased to note that the Board of City Trusts, Philadelphia, 'ennaylvania, has recognised the long and faithful service of Professor Warren Lolden in the following resolution : Resolved, That in consideration of fortyve yeare continued and faithful service, Warren Holden, A. M., Professor of Lathematics at Girard Cullege, be retired January 81, 1897, at a salary of \$2,500 as ancตยย

So far, we have received only a few letters respecting the matter of publishing the portraits of our contributors. We shall be pleased to hear atill furthur, and those who favor the plan may send their photos to us at once.

The paper by the late Ansel N. Kellogg, of Chicago, published in this issue was sent to the Monthly at the suggestion of Professor Irving Stringham, of the University of California. Professor Stringham says, "They [the formule] take us back to methods that were in vogue at the beginning of the century. But they are much superior in accuracy and rapidity of convergence to any I have found in the older books. They will be of some interest, I think, to mathematical readers.

Their author, the late Ansel N. Kellogg, of Chicago, was for a number of years prominent in newspaper and business circles throughout the country. Though a very busy man, he found time for mathematical meditation, and that he could think efficiently in this domain the paper presented sufficiently attests."

As we are very anxious to increase the subscription to the Monthly we make the following liberal offers :
1. To any person sending us 75 new subscribers at our regular price, we will make a present of a handsome set of the Century Dictionary and Encyclopedia.
2. To any person sending us 50 new subscribers at our regular price, we will make a present of a \(\$ 100\) Acme or Monarch Bicycle.
3. To any person sending us 20 new subscribers at our regular price, we will make a present of the Standard American Encyclopedia [see advertisement on cover.]
4. To any person sending us 15 new subscribers at our regular price, we will make a present of a copy, in one volume, of the Standard Dictionary (Funk and W'agnalls').

In all cases the money must accompany the list of names sent in.

\section*{BOOKS AND PERIODICALS.}

Determinants. Designed for High Schools, and Lower Classes of Colleges and Universities. By J. M. Taylor, M. S., Professor of Mathematics and Astronomy in the University of Washington and Director of the Observatory. 8vo. Cloth, 48 pages. Chicago : Werner School Book Company.

In this little book, Professor Taylor has set forth in a very clear and concise manner the fundamental principles of Determinants. We feel sure that this little work will go far towards popularizing the subject and bringing it within the easy comprehension of the students of our best High Schools.
B. F. F.

Elements of Theoretical Physics. By Dr. C. Christiansen, Professor of rysics in the University of Copenhagen. Translated into English by W. F. agie, Ph. D., Professor of Physics in Princeton University. Large 8vo. Cloth, 8 pages. Price, 83.25. New York : The Macmillan Co.

This work, at first sight, presents a formidable appearance in mathematical notation 1 formule, but by beginning with the introduction and carefully reading through it, the der is led on to overcome difficulties by a force which can only be accounted for by the mirable, clear, and interesting treatment of the subjects. It presents the fundamental nciples of Theoretical Physics and developes them so far as to bring the reader in touch th much of the new work that is now being done in that subject. It is not exhaustive in 3ry respect, but is stimulating and informing and furnishes a view of the whole field, rich will facilitate the reader's subsequent progress in special parts of it. The book is inted on good paper and is well bound. Its appearance could have been somewhat imseed by not printing it so compactly. B. F. F.

Principles of Mechanism. A treatise on the Modification of Motion by eans of the Elementary Combinations of Mechanism or of the Parts of achines. For use in College Classes, by Mechanical Engineers, etc., etc. By illman W. Robinson, C. E., D. Sc., till recently Professor of Mechanical Enjeering in the Ohio State Úniversity. First Edition, first thousand. Large o. Cloth, 309 pages. Price, \(\$ 3.00\). New York : John Wiley \& Sons.

In this volume we have a thoroughly scientific treatise on mechanical movements. ey are treated from the standpoint of both theory and practice. The work embodies the setance of lectures given by the author during the past twenty-seven years.

The work is largely addressed to those who are more conversant with the drawing ard than with mathematics, so that the subject has been treated more from the standint of graphics than of pure analysis. This feature will popularize the work. The draw§s, which are very suggestive, beautiful, and accurate, are very numerous. There are merous reproductions from actual models.
B. F. F.
(1) Macaulay's Essay on Milton; (2) Shakespeare's Midsummer Night's eam ; (3) Scott's Woodstock ; (4) Milton's L'Allegro, Il Penseroso, Comus, Lyci8 ; (5) "George Eliot' \(s\) ' Silas Marner. Price of (1), (2), and (4) 20 cents, of ) 60 cents, and of (5) 30 cents. American Book Company, New York, Cincinti, and Chicago.

We notice collectively this group of texts from the "Eelectic English Classics" ser, published by the American Book Company. The texts are well and carefully edited, th introductions and explanatory motes. (1), (3), and (5) have frontispiece portraits of hn Milton, Oliver Cromwell, and "George Eliot", respectively. These books are clearly nted, the notes are concise and sufficient, and the introductions interesting and valua3. There is so much advantage in extending the use of these gems of English Literature our schools, that a debt of gratitude is due the publishers for providing them in such viceable shape and at a minimum cost.
J. M. C.

An Elementary Treatise on Plane Trigonometry. By E. W. Hobson, Sc. , and C. M. Jessop, M. A. 299 pages. Price, \$1.25. Cambridge University ess. New York: Macmillan \& Co.

This treatise on trigonometry is a work of recognized merit. The chapter on solun of trigonometrical equations is particularly full and valuable. The plan of the work good and the execution thorough and satisfactory.
J. M. O.

The Arena. An Illustrated Monthly Magasine. Bdited by John Clart Redpath and Helen H. Gardner. Price, 88.00 per year in advance. Bingle numbers, 25 cents. Boston: The Arona Company.

The March number of The Arema is the initial issue of the magasine under the now management and editorehip. The Company has been reorganised on a solid finanoial bada, and the current number of the magacine comes in a form and cabetasce well calcalated to win pablic favor, and following its well eatablished polioy of liberaliam and reform.

The number opens with the first of a series of important conterbutions on the development and reform of city government in the United States. This frat articie is by the Hon. Joaiah Quincy, Mayor of Bonton, who therein expreeses himealf as in favor of the municipal ownerahip, though not necemarily the municipal operation, of pablic eervicea, anch as gas and electric lighting and atreet railways. An excellent portrait of Mayor Quincy forms the frontiaplece to the number. The artiale by Profencor LeConte, of the Univeraity of Oalifornia, on "The Relation of Biology to Philonophy," is a searohing adverse criticiam of the seventh chapter of Profemor Wateon's recent work on "Oomte, Mm, and Spencer ;" but it is aleo very much more, being a thoroughly up-to-date expoaition of the general theory of organic evolution, and ita relation to religion as well as philowophy. B. P. P.

The Roview of Revioves. An International Illustrated Monthly Magasine. Edited by Dr. Albert Shaw. Price, 82.50 per year in advance. . Single numbers, 25 cents. The Review of Reviews Co., 18 Astor Place, New York City.

The editor of the Review of Revicwe commenta in the March number on the Epanich program of reforms in Ouba, the United States Senate's attitude toward the arbitration treaty with England, the immigration bill, the proposed international monetary conferonce, President-elect McKinley's cabinet selections, the recent Benatorial elections, the New York Truat inveatigation, the famine situation in India, the affair of the Greeks in Orete, the foreign policy of Rusaia, the poaition of Engiand, Prance, and the other great powera, and many other matters of current intereat.
B. F. F.

\section*{Errata in January Number.}

On page 16, 2nd line of problem 55, for "grouhd" read ground.
On page 17, in the figure, join CF and CP.
On page 17, lat line of solution II, for "AMFHC" read AMFHC".
On page 20, line 1, complete the parenthesis after last term of equation.
On page 20, line 8, place - between twó terms enclosed by brackets.
On page 20, line 14, fur "妾 \(\frac{1}{2} \pi^{2} a^{4}\) " read \(\frac{1}{8} \pi^{2} a^{4}\).
On page 21, line 2, for " \(8 a^{8}\) " read \(18 a^{3}\).
On page 21, line 8, read \(d \rho=2 a \cos ^{2} \theta+a \cos \theta-a=0\).
On page 25 , line 18 , for " 100 " read 100 th.
On page 25 , line 25 , read "add and subtract \(B^{2} / 4\), etc."
On page 26, line 15 , for " \((2 m p)^{2}\) " read ( \(\left.2 m n\right)^{2}\).
On page 27, line 3, for "is" read in.
On page 28, line 15 , for " \(x++(x 1)\) " read \(x+(x+1)\).
On page 28, line 20, for " 2892 " read 1898.
On page 32, lines 6, 11, and 12, read \(l\) where 1 occurs.
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\section*{BIOGRAPEY.}

\section*{HUBERT ANSON NEWTON.}

BY PROFEEBOR ANDREW W. PHILLIPg.

)UBERT ANSON NEWTON was born in Sherburne New York, March 19, 1830, and died at New Haven on the 12th day of August, 1896.* He graduated from Yale, taking the degree of A. B., in 1850, and spent the next two and one-half years in mathematical stady. . He became tutor at Yale in 1853 and on account of the sickness and subsequent death of Professor Stanley, the whole work of the department of mathematics devolved upon him from the first. In 1855 his great ability was recognized in his election, at the early age of twenty-five, to a full professorship of mathematics at Yale, the duties of which he assumed after spending a year of study in Curope, where, under the inspiration of Chasles, he became especially interested in the subject of Modern Higher Geometry. He carried on most vigorously work and studies in various lines in addition to the duties of his professorship. Sometimes it was a profound study in pure Mathematics, sometimes a rich contribution to the education of the public, and sometimes an original investigation in the field of Astronomy.

He published in 1857 a paper on the Gyroscope in the American Journal of Science, and soon after, a paper in the Mathematical Monthly, in which he seems to have been the first to apply the principle of inversion in the solution of the problem of constructing circles tangent to three given circles. He showed how deeply rooted in his mind were the ideas of the Modern Geometry in his

\footnotetext{
- Profemor Newton was Vice President of the American Mathematical Boclety at the time of his death. EDITOE.
}
elaborate papers published in the same journal in 1861 on the geometrica struction of certain curves by points, where he extended the ideas of Chasl de Jonquières, and of Poncelet. The subject of transcendental curves he st for a long time with great interest, and constructed a myriad of intereating terns, but contented himself with publishing, in the joint name of himsel his pupil, the discussion of the single group of equations which he found u give the most beautiful and symmetric forms, and which he had set for his to investigate.

Professor Newton was very active in securing the prompt adoption o Metric System of Weights and Measures, both by the Connecticut Legielatun by Congress after the Conference of Nations on the subject, held in Berl 1863. He wrote a popular tract in 1864, giving an explanation of the ays He contributed in 1865 to the Report of the House Committee on Weightu Measures at Washington, and also to the Report of the Smithsonian Institatic this subject. He prepared an appendix consisting of these tablee in : for school instruction for one of the leading arithmetics, and interested the 1 ers of scales rulers in graduating their devices for weighing and mear according to the Metric System. He gave his ideas to the public freely in r ence to the graphical representation of all sorts of statistical information, and tributed lavishly his ideas to the authors of mathematical books used in \(s\) c and college class-rooms, although he published no text-books in his own al He was the joint author with Professor Loomis of a most elaborate paper ot climate of New Haven, which was published in the Transactions of the Cono cut Academy of Arts and Sciences. He prepared articles on the subje Meteors for two leading cyclopædias and contributed the mathematical astronomical definitions to Webster's International Dictionary. Professor \(]\) ton was one of the highest authorities on the subject of Life Insurance and sides the important actuarial work which he did, computed valuable tables lished by the New York Insurance Department in 1868, and later in the Englander, a paper on the Law of Mortality that prevailed among former i bers of the Yale Divinity Achool, and still later, in Professor Dexter's A: and Biographies, on the Length of Life of the Early Yale Graduates.

But the contributions to human knowledge, which most entitle hi fame, are those which he made on the subject of meteors, shooting and comets. The facts of the great star shower of 1833 had given te New Haven men-Professors Twining and Olmstead-a clue to the true tl of the shooting stars, and this, together with the interest which the men of \(x\) at Yale had kept up in the subject of meteors, influenced Professer Newt direct his studies towards these bodies as the time drew near for a possible 1 rence of the great November shower of 1833 . In 1860 he published his paper on this subject in the Journal of Science, entitled "The Fireball of Nc ber \(15,1859, "\) and this was followed by two other papers in the same jor one on the great fireball of August 10, 1861, in which also the August gro meteors was discussed; and the other on the two fireballs of August 2 and \(A\)
1860. Professor Newton had gathered a large number of observations made persons in the localities where these bodies had attracted attention, and treatlthe subject with special reference to determining their nature and their veloc\(\therefore\) Farly in 1868, at the request of the Connecticut Academy, he prepared a llar chart suited to observations at all times, which was distributed to persons carious stations for observing the August meteors. A vast amount of material s thus collected for computing the altitudes of the meteors and for obtaining ne idea of their velocities. In June, 1863, Professor Newton published in the ernal a paper on the "Evidence of the Cosmical Origin of Shooting Stars deed from the Dates of early Star Showers," which not only established beyond eution the fact that the star showers are caused by the entrance into the earth's Dosphere of bodies revolving about the sun, but gave the key to the complete mation of the problem of the November meteors. In May, 1864, he pablished - original accounts of thirteen remarkable displays of the November shooting 2s, ranging from A. D. 902 to 1833, and in July of the same year he published mecond paper in which he derived from these accounts the length of the annual riod, the length of the cycle, the mean motion along the ecliptic of the node of e orbit of the group, and the length of the part of the cycle during which show-- may be expected. He also showed that there were only five possible periodEimes which could satisfy the observed conditions, and of these the true orbit te probably either one with a period of 354.6 days or one with a period of 33.25 ars. The first of these two he thought the more likely, and compated - other elements of that orbit, but be pointed out at the same time a criterion \(r\) determining which was the true orbit when the position of the radiant should a more accurately established.

In August, 1864, Professor Newton presented to the National Academy of jences a comprehensive memoir on the Sporadic Shooting Stars. He had rortly before this compiled a table of computed altitudes of certain shooting ure which included substantially all that had ever been published. Using this ble as a basis, he deduced the distribution of meteor paths over the sky in altide and in asimuth, the number of shooting stars that come into our atmosphere ch day, the mean length of the visible part of the meteor paths, and the num\(r\) of meteoroids in the space which the earth traverses. He also deduced the markable fact that the mean velocity could be determined from the number of coting stars in the different hours of the night.

These papers of Professor Newton aroused the greatest interest among athematicians and astronomers in the subject of meteors, and especially in the ur showers predicted for November, 1865 and 1866. The facts of these showers nfirmed to a remarkable degree Professor Newton's theories. Leverrier and hiaparelli, however, by independent methods showed that the period of - group was most probably 33.25 years, and Professor Adams, in 1867, - applying Professor Newton's criterion added the last link in establishing this the true orbit of the November meteoroids.

Professor Newton, by his papers of 1863 and 1864, laid the foundation of
the Science of Meteoric Astronomy. His subsequent papers, nearly thirt in number, cover almost every topic connected with the subject. Whetry in his reviews of the facts concerning the November shooting stars in the some sive years from 1864 to 1869 , or in the discussion of the Biela meteors of 184 and of 1885 , or in his treatment of such topics as the origin of comets, or the rect motion of comets of short period, the capture of comets by Jupiter, the cm upon the earth's velocity produced by small bodies entering the asmosphese, relation to the earth's orbit of the former orbits of those meteorites in our coll tions, which were seen to fall, one prominent characteristic of his investigit was always its exhaustive character. For, whatever Professor Newton, did was not worth the while of any one else to cover the same field.

Besides the papers which he published, his scientific activities outride \({ }^{4}\) duties of his professorship were numerous and important. He organiseda ment ematical society in the early ' 60 s to which he was the principal contribator, to the successor of this society, the Yale Mathematical Club, organized in \(18{ }^{\text {rin}}\) he contributed more than a score of papers. He was for many years a mealiz of the Publishing Committee of the Connecticut Academy of Arts and Bciencou He was an associate editor of the American Journal of Science for thirty yeur. He was one of the principal founders of the Yale Observatory and practically director till near the time of his death.

The appreciation in which his scientific ability and his labors were held in shown in the honors which he received. In 1862 he was made a member of the American Academy of Arts and Science. He was one of the original chartas members of the National Academy of Rciences, founded in 1863. In 1887 he was made a member of the American Philosophical Society of Philadelphia The degree of LL. D. was conferred upon him by Michigan University in 1868. He was made an Associate of the Royal Astronomical Suciety in 1872. He we Vice President of the American Association for the Advancement of Science, pre siding over the section of Mathematics and Astronomy in 1875, and was Presidest of the Association in 1885. He was made a Foreign Honorary Fellow d the Royal Society of Edinburgh in 1886, and a Foreign Member of the Royal 8ociety of London in 1892.

At the April meeting of the National Academy in 1888 the value of Professor Newton's scientific work was publicly recognized by that body, in awarding to him the J. Lawrence Smith gold medal for his contributions to Meteoric Astronomy. His reply to the address of presentation reveals at once his muderty and his own true scientitic spirit.
"Sir: I beg to express to the Academy my high appreciation of the hooor you have conferred upon me. To discover some new truth in nature, even though it concerns the small things in the world, gives one of the purest pleas ures in human experience. It gives joy to tell others of the treasure fond. When, therefore, those best able to judge of the value' of this addition to human knowledge say that it is worthy of their special public commendation, that joy it greatly increased.

I shall cherish this memorial also for that it bears the likeness of whose true scientific spirit we all learned to admire, and whom, for his genloharacter, we all learned to love."

The achievements of Professor Newton, great as they were from a scientistandpoint, give no adequate idea, taken in themselves, of his power and inence. These, in a larger sense have become a part of the organic life of the iversity where his work was done. He built up, during a leadership of forty urs, a strong and symmetrical department of Mathematics, by his comprehen-- grasp of the trend of Mathematical thought, and by his wonderful power of -ining the paths which lead out to fruitful fields of research, both within the nasin of pure mathematics and in its applications to other sciences. Nor was - best part of his academic activities merely in his own department of studies. moulding the general policy of the institution his counsel was invaluable; in ablishing and maintaining the moral and intellectual standards, his influence - preëminent ; the University bears the indelible impress of a life consecrated the development of the noblest ideals.

Yate Unirersity.

\section*{ON THE SOLUTION OF THE QUADRATIC EQUATION.}

By G. A. MLLER, Ph. D., Paris, France.
[Continued from January Number.]

The solution of the quadratic equation
\[
a_{0} x^{8}+a_{1} x+a_{8}=0 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\]
clearly equivalent to finding the two factors which are linear in \(x\) of the quantic
\[
a_{0} x^{2}+a_{1} x+a_{2}
\]

When we ask whether this quantic has linear factors it is necessary to conler the domain of rationality to which we confine our attention. For illustran, we may consider the special quantic
\[
x^{2}-4 x+1
\]

If we confine ourselves to the simplest domain of rationality, viz : the doin which consists of all the rational numbera, we have to say that this quantic ino linear factors. In other words, it is irreducible in this domain. Howev-
er, if we enlarge this domain by adding to it the irrational number \(\boldsymbol{V}^{\mathbf{8}}\) we ob tain a domain in which the quantic is clearly reducible. This domain is composed of all the numbers whose form is
\[
\alpha+\beta_{V} / 3 \quad(\alpha \text { and } \beta \text { being any rational numbers). }
\]

According to the fundamental theorem of algebra a quantic which involva only a single variable can alwayn be resolved into its linear factors in the domain obtained by enlarging the domain of its coefficients, if necessary, so as to include suitable new numbers. If the coefficients lie in the domain of the complex nambers the added numbers must also lie in this domain. If a quantic involves eer. eral variables it may remain irreducible even when the dumain is enlarged in erery possible manuer.

Let \(x_{1}\) and \(x_{8}\) be the two roots of \(A\). Since every rational eymmetric function of the roots of an algebraic equation can be expressed rationally in terms of its coefficients we know the value of any rational symmetric function of \(x_{1}\) and \(x_{2}\). This value must lie in the domain of the coefficients. In particnlar, we know the value of any even power of \(x_{1}-x_{2}\). The value of the square in given by the equation
\[
\left(x_{1}-x_{8}\right)^{2}=x_{1}^{2}+x_{2}^{2}-2 x_{1} x_{2}=\left(x_{1}+x_{8}\right)^{2}-4 x_{1} x_{8}=a_{1}^{2}-4 a_{0} a_{8} / a_{8}^{2} .
\]

To find the difference of the roots from the last equation we have to extract the square root of the last member. This may be impossible in the domain of the coefficients. If this domain forms a group with rexpect to the extraction of the square root it is clearly possible in this domain. We know that the ayt tem of ordinary complex numbers forms a group with respect to the extractiond any root. Hence we see that, if \(a_{0}, a_{1}, a_{8}\) lie in the domain formed by the ordinary complex numbers, the difference of the roots of \(A\) as well as the sum od these roots must lie in the same domain.

The roots themselves may be fuund from these two functions by means of addition and subtraction. As any domain includes all the quantities resulting by applying these operations to any of its quantities the roots of \(A\) must also lie in the given domain of rationality. The roots may also be found by observing that their general linear function
\[
\alpha x_{1}+\beta x_{2}
\]
is rationally expressible as follows : \(\dagger\)
\[
\alpha x_{1}+\beta x_{z} \equiv \ddagger(\alpha+\beta)\left(x_{1}+x_{z}\right)+\ddagger(\alpha-\beta)\left(x_{1}-x_{z}\right)
\]

\footnotetext{
-By onlarging a domain of rationallty by the addition of a quantity is moast the forming \(A\) the amalleat domain that contains the given domain and the added quantity.
fThis is an illvetration of the general theorem that any rational fonction of the roots of an alrobern equation of degree \(n\) is rationally exprealble in terms of a \(n\) ! valued function of the \(n\) rootio.
}
\[
\equiv 1-(\alpha+\beta)\left(a_{1} / a_{0}\right)+(\alpha+\beta) / 2 a_{0} \sqrt{a_{1}^{2}-4 a_{0} a_{2}} .
\]

By letting \(\alpha=1, \beta=0\), and \(\alpha=0, \beta=1\) in this identity we obtain the values of \(x_{1}\) and \(x_{8}\) respectively.

As the ordinary complex numbers do not only form a domain of rational. ity but also a group* with respect to what is frequently called the most general algebraic operation, vis : that represented by
\[
a_{0} x^{n}+a_{1} x^{n-1}+a_{2} x^{n-2}+\ldots \ldots . a_{n}=0
\]
( \(a_{0}, a_{1}, a_{2}, \ldots \ldots, a_{n}\) being ordinary complex numbers and \(n\) any posiive integer), and as they obey the commutative, distributive and associative lawn of operation just like real numbers and also the law that a product cannot be zero unless one of the factors is sero, it is clear that we can reason quite generally in regard to symbols representing such numbers. It is probably largely due to this fact that other number nystems are not more generally employed. In fact, no really different number system was developed until 1848. In this year Bir William Hamilton discovered and communicated to the Royal Irish Academy the systom known ws Quaternions, which is perhaps still the most important system besides that of the ordinary complex numbers. In the following year Grasemann published his Auedehnungolehren in which he used a number syatem of a somewhat different form.

Among the investigations of later years those of Weierstrass have probab1y. recoived the moet attention \(\dagger\) although important developments have been made in other directions. The fact that the ordinary complex numbers correspond to the points of a plane very naturally led to the thought that a system of higher complex numbers of the form
\[
\alpha+\beta i+\gamma j \quad \text { ( } \alpha, \beta, \gamma \text { being any real numbers) }
\]
might correspond to the points of space. It was easy to show that the product of two such numbers, multiplied according to the rales of ordinary numbers, may be zero when neither of the factors is zero. \(\ddagger\) This result naturally led to the tudy of numbers which do not obey all the laws of operations which the ordinary numbers obey.

The main purpose of the preceding remarks was to obtain a fairly clear view of number and of the domain of rationality as these two concepts are fundamental in the stady of the solution of algebraic equations. Incidentally we indicated several methods of solving the quadratic equation \(A\). We proceed now to consider some of the other methods of solving this equation. We shall not aim at a complete enumeration of the methods by which \(A\) may be solved. In

\footnotetext{
-It neoms that Polnoars was the ilrat who conaldered the general nomber aytema direotly as rroupe. C. Comptes Pemes, t. ©, p. 76.


}
fact, if we would consider each modification of the operations of finding the roots of \(A\) as a new method the number of these methods would clearly be infinite. We may, for instance, form an infinite number of quantics of the form of a quadratic each of which contains the first member of \(A\) as a factor. For \(A\) may be written in the form
\[
a_{0} x^{2}+a^{8}=a_{1} x
\]

Squaring both members and combining we have
\[
a x^{4}+b x^{2}+c=0
\]
( \(a, b, c\) belonging to the same domain as \(a_{0}, a_{1}, a_{8}\) ). Since the result is of the same form as \(A\) we may repeat the operation any number of times. Hence \(A\) is a factor of the quantic
\[
A_{0} x^{2^{a}}+A_{1} x^{2^{a-1}}+A_{2}
\]
( \(A_{0}, A_{1}, A_{2}\) belonging the same domain as \(a_{0}, a_{1}, a_{2}\) and \(\&\) being any positive integer). The roots of any one of the equations obtained by making these quan. tics equal zero include the roots of \(A\). As the roots of
\[
A_{0} y^{2}+A_{1} y+A_{2}=0
\]
are the \(2^{a-1}\) powers of the roots of \(A\) it is clear that none of these transformations can simplify the solution of \(A\). By elimination we may clearly obtain an indefinite number of additional equations containing the roots of \(A\) from the given system. In particular, if we eliminate the constant from the biquadratic equa. tion by means of \(A\) we obtain a biquadratic equation which has the roots of \(A\) and two zero roots. Upon this elimination depends a solution recently publishin this journal. The same result might be obtained by multiplying both mem. bers of \(A\) by \(x^{2}\). It is, in general, not well to raise the degree of \(A\) in the process of solution since this introduces additional roots and therefore makes the operation more complex.

Perhaps the best known method of solving \(A\) is that by which its first member is made a perfect square by the addition of the same quantity to each member. To make the quantic
\[
a_{0} x^{2}+a_{1} x+a_{2}
\]
a perfect square without altering its degree we may add to it the quantic
\[
a x^{2}+b x+c
\]
where two of the three numbers \(a, b, c\) are entirely arbitrary since it is only necmasary that the discriminant vanishes. This idea is frequently expressed by say-
ing that the quantic to be added can be chosen in a doubly inflnite number of ways. Since this quantic must also be a perfect square its own discriminant must also vanish. As this imposes another condition on its coefficients we can select the trinomial to be added to both members of \(A\) in only a simply infinite number of ways.

This number of choices might at first appear too small since in the ordinary methed by which we add a constant to both members of \(A\) we apparently select both \(a\) and \(b\) arbitrarily since we let both equal zero. This would imply a doubly infinite number of choices. This apparent contradiction is explained by the fact that the vanishing of the discriminant of the added trinomial, i. e., the equation
\[
b^{2}=4 a c
\]
indicates that at least two of the coefficients, including \(b\), must be zero when one is zero. Hence the ordinary method implies that one of the coefficients of the added trinomial is selected arbitrarily and the other in accord with this equation.

To illustrate we inquire what quantics may be added to both members of the special equation
\[
x^{2}-4 x+1=0
\]
so as to make both members perfect squares. Adding the given general quantic we have the equations
\[
(a+1) x^{2}+(b-4) x+c+1=a x^{2}+b x+c
\]

Since the discriminants of both members must vanish we have
\[
(b-4)^{2}=4(a+1)(c+1) \text { and } b^{2}=4 a c
\]

If we assign to \(b\) the arbitrary number 2 and eliminate \(c\) we have
\[
a^{2}+a+1=0
\]

Hence \(a\) and \(c\) are the imaginary cube roots of unity, \(\omega_{1}\) and \(\omega_{2}\), and the given equation becomes*
or
\[
\begin{gathered}
-\omega_{1}^{2} x^{2}-2 x-\omega_{2}^{2}=\omega_{1} x^{2}+2 x+\omega_{2} \\
-1\left(\omega_{1}^{2} x^{2}+2 x+\omega_{8}^{2}\right)=\omega_{2}^{2} x^{2}+2 x+\omega_{1}
\end{gathered}
\]

Extracting the square root from both members we have
\[
\pm i\left(\omega_{1} x+\omega_{2}\right)=\omega_{2} x+\omega_{1}
\]

\footnotetext{
-It should be observed that the product of the two imaginary cube monts of unity is unity and thet. the square of one is equal to the nther.
}
\[
x=\frac{\omega_{1} \mp i \omega_{8}}{ \pm i \omega_{1}-\omega_{8}}=2 \pm \sqrt{ }
\]

If we let \(b=4\) the first discriminant shows that one of the two fectors \(a+1, c+1\) must vanish. If we suppose that the former vanishes the given equar. tion becomes
\[
-3=-x^{2}+4 x-4 \text { or } x^{2}-4 x+4=3
\]

If we suppose that the latter of the given factors vanish we obtain the equation
\[
4 x^{2}-4 x+1=3 x^{2} .
\]

Instead of assigning an arbitrary value to \(b\) we might clearly assign an arbitrary value to either of the other cuefficients. The simplest method is probably that in which \(a\) is made equal to zero. By making \(a\) and \(b\) equal to the correponding coefficients with the signs changed of the equation which is to be solved and selecting \(c\) so as to satisfy the equation
\[
b^{s}=4 a c
\]
we have another simple rule for completing the square. A number of other fuirly convenient rules can easily be derived from what precedes.

That we can assign the given values to \(a\) and \(b\) follows from the first of the given discriminants. If we assign this value to \(a\) we determine the value of \(b\) at the same time but if we commence by assigning the given value to \(b\) neither \(a\) nor \(c\) are fully determined. We still say that the number of choices is simply infinite since a finite number multiplied into a simply infinite number is said to give a simply infinite product. The preceding remarks apply evidently aloo to the slight modification of the given method which consists in writing \(A\) in the form
\[
a^{2}-b^{2}=0 \text { instead of } a^{2}=b^{2}
\]
and factoring the first member according to the well known formula
\[
a^{2}-b^{2}=(a+b)(a-b)=(-b-a)(b-a)
\]
instead of extracting the square root of the two members.
Another simple method of oolving \(A\) may be described as fullows: The equation \(A\) is satisfied by the affixes of two points and gives the elementary symmetric funetions of these affixes. As all rational symmetric functions can be expressed rationally in terms of the elementary symmetric functions we know the affix of the middle point of the join of the roots. If the points of the plane are so transformed that this point becomes the origin the roots are the affixes of the extremities of a diameter of a circle whose center is the origin. Hence the eqne
in the new variable must be a pure quadratic and the solution in readily sleted. If we do not astume that the coefficienta are real, one root may be while the other is imaginary. In fact the roote may be the affixes of any pointe.

\section*{INON-FUOLDPAN GFORBTRT: HISTOBICAL AND EXPOSITORY.}



> [Coetraned trom Jamary Iuraber.]

Proposition XXV. If two straighte (Fig. 80.) \(A X, B X\) exieting in the : plane (standing upon \(A B\), one indeed at an acute angls in the point \(A\), and ther perpendicular at the point \(B\) ) so always approach more to oach other muly, toward the parts of the point \(X\), that nevertheless their distance is alsays ter thast a certain astigned longth, the hypothesis of acule - is destroyed.

Proor. Let \(R\) be the assigned length. If therefore ' \(\mathcal{X}\) is assumed a certain \(B K\) any chosen multiple of the woed length \(R\); it fullow (from the preceding Scholion) the perpendicular erected from the point \(K\) toward the \(\Delta\) of \(A X\) will meet it at some point \(L\); and again (from present hypothesit) it follows that this \(K L\) will be ter than the aforesaid length \(R\). Furthermore \(B K\) is srstood divided into portion \(K K\), each equal to \(R\), even \(I K B\) is itself equal to the length \(R\). Finally from the ts \(K\) are erected to \(B X\) perpendiculars meeting \(A X\) in


Fig. 30. te \(L, H, D, M\), even to the point \(N\) neareat the point \(A\). Now I pruceed thus.

The four angles together of the quadrilateral \(K H L K\), mire remote from onse \(A B\), will be (from the preceding Proposition) greater than the for antogether of the quadrilateral \(K D H K\), nearer to this base; of which quadrial in the ame way the fuur anglea together will be greater than the four antugether of the quadrilateral \(K M D K\) subsequent toward this base. And so ys evpn to the last quadrilateral \(K N A B\), whose four angles together assaredili be the least, in reference to the fuur angles together of ench of the quadrials ascending toward the points \(X\).

Bat since are present as many quadrilaterals described in the aforesaid ver, as are, except the base \(A B\), perpendiculars let fall from pointe of \(A X\) to
the straight \(B X\); the sum of all the angles together, which are comprehended in these quadrilaterals can be reckoned. We assume that there are nine such perpendiculars let fall, and therefore so nine quadrilaterals.

We get (from Eu. I. 13) as equal to four rights the angles comprehended hither and yon at the two points of those eight perpendiculars, which lie in the middle between the base \(A B\) and the more remote perpendicular \(L K . \quad 80\) the sum of all these angles will be 32 rights.

There remain two angles at the perpendicular \(L K\), and two at the base \(A B\). But the angles one indeed at the point \(K\) and the other at the point \(B\) are supposed right; but the angle at the point \(L\) (from the Cor. after P. XXIII.) is obtuse. Wherefore (even neglecting the acute angle at the point A) the sum of all the angles which are comprehended by these nine quadrilaterals extceeds 35 rights. But hence follows, that the four angles together of the quadrilateral \(K H L K\), more remote from the base lack less from four rights than the ninth part of one right ; and that indeed even if an equal portion of the aforesaid sum of all the angles pertained to each of those quadrilaterals.

Therefore less yet will be the entered defect, since the sum of the four angles together of this quadrilateral \(K I F L K\) was shown the greatest of all, in relation to the four angles together of the remaining quadrilaterals.

But again ; in consequence of the supposition upon which this proposition proceeds, so great a length of \(B K\) can be assumed, that as many quadrilaterals as. we choose may be made on bases \(K K\), each equal to the assigned length \(R\).

Wherefore the defect of the four angles together of this more remote quadrilateral \(K H L K\) from four rights is shown ever less both than a hundredth and than a thousandth, and thus under any assignable part of a right. Further however, \(L K\) and \(H K\) will be always (in accordance with the aforesaid supposition) greater than the designated length \(R\). Therefore if in \(K L\) and \(K H\) are assumed \(K S\) and \(K T\) equal to \(K K\) or the length \(R\); ST being joined, the two angles together KST, KTS will be greater, in hypothesis of acute angle, than the two angles together (from Cor. after P. XVI.) at the points \(H\) and \(L\) in the quadrilateral \(T H L S\), or the quadrilateral \(K H L K\); and therefore (the common right angles at the points \(K, K\) being added) the four angles together of the quadrilateral \(K T S K\) will be greater than the four angles together of that quadrilateral \(K H L K\).

Dut now, since on one hand is stable and given the quadrilateral KTSK, in as much as constant in the given base \(K K\), which indeed is taken equal to the assigned length \(R\), and again constant in the two perpendiculars \(T K, S K\) equal to this base, and finally in the joining TS, which comes out completely determinate ; and on the other hand the four angles together of this stable and given quadrilateral have now been shown greater than the four angles together of the quadrilateral \(K H L K\) distant as far as we choose from the base \(A B\); assuredly it obllows, that the four angles together of this stable and given quadrilateral KTSK are greater than any sum of angles, which lacks however you choose of being four right angles ; since already it has been shown that a quadrilateral \(K H L K\) can always be designated such that its four angles together shall fall short of four
rights less than any assignable part of a right. Therefore the four angles together of this stable and given quadrilateral either are equal to four rights or greater.

But then (from P. XVI.) is established the hypothesis either of right angle or of obtuse angle; and therefore (from P. V. and P. VI.) the hypothesis of acute angle is destroyed.

So is established that the hypothesis of acute angle will be destroyed, if two straights existing in the same plane so approach each other mutually ever more, that nevertheless their distance is always greater than any assigned length.

Hoc antem erat demonstrandum.
Corollary I. But (the hypothesis of acute angle destroyed) the controverted Pronunciatum Euclidaeum is manifest from P. 13 of this; just as that by me in this place it would be disclosed I promised in Scholion III after P. XXI of this, where we spoke of the attempt of the Arab Nassiaradin.

Corollary II. On the other hand from this proposition, and from the preceding XXIII is manifestly gathered that not sufficient for establishing Euclidean geometry are two following points. One is: that we designate by the name of parallels those straights, which existing in the same plane possess a common perpendicular. The second indeed; that all straights existing in the same plane, of which there is no common perpendicular, and therefure which according to the assumed definition are not parallel, must, being produced toward either part ever more, sumewhere meet each other, if not at a finite, at least at an infinite distance.

For again it would be requisite to demonstrate, that any two straights existing in the same plane, upon which a certain straight cutting makes two internal angles toward the same parts less than two right angles, nowhere else can receive a common perpendicular.

But that, this demonstrated, Euclidean geometry is most exactly established, will be shown below.
|To be Continued.|

\section*{NEW AND OLD PROOFS OF THE PYTHAGOREAN THEOREM.}

By BEMJ. F. Yammer, A. M., Mount Union College, Alliance, Ohio, and James A. Calderbead, B. 8c.. Curry University, Pittsburg, Penasylvania.
|Continued Prom January Number. 1
XXVII. Let \(A B C\) be a triangle, right-angled at \(C\). With \(O\), the middle of \(A B\), as a center, describe a circle to which either of the other sides, as BC?, shall be tangent. Then,
\[
\begin{gathered}
B D \cdot B E=\overline{B F^{2} ;} \\
\text { or }\left(\frac{k}{2}-1 b\right)\left(\xi c+\frac{1 b)}{}=t a^{2} . \quad \therefore c^{2}=a^{2}+b^{2} .\right.
\end{gathered}
\]

Thil and XVI are special casea of a more goneral form. For \(O\) may be any point in \(A B\), such that the ratio of \(O B\) to \(A B\) shall be \(n\). Our equation would then become \((n c-n b)(n c+n b)=n^{2} a^{8}\); whence, \(c^{2}=a^{2}+b^{2}\).


Fig. 21.
XXVIII. Fig. 21.

Suppose \(B C<A C\). Then \(B C \cdot F C=F C\).
But \(H C \cdot F C=A F \cdot A E=A E \cdot A D=( \} c-b b)\left(\xi c+\frac{z b}{}\right)\), and \(\overrightarrow{P C}=\left\{a^{*}\right.\).
\(\therefore c^{*}=b^{2}\).
From \(B C<A C\) pass to \(B C=A C\) by the theory of limits.
XXIX. Let \(A B C\) be a triangle, right-angled at \(C\). Deacribe a circle, ench that its center 0 shall be in \(A B\), and to which the other sides shall be tangent.

Draw \(O D\) perpendicular to \(A B\). Then,
\(\overrightarrow{A T}=A E \cdot A F=\overrightarrow{A O}-\overrightarrow{E O}=\overrightarrow{A O}-\overline{T C}\)
\(\overrightarrow{B P}=B F \cdot B E=\overrightarrow{B O}-\overrightarrow{F O}=\overline{B O}-\overline{C P}\).
\[
\begin{align*}
& \text { Now, } A O: O T:: A D: O D ;  \tag{2}\\
& \therefore A O \cdot O D=O T \cdot A D .
\end{align*}
\]


Fig. 22.

And, since \(O D=O B, O T=T C=C P\), and \(A D=A T+T D=A T+B P\),
\[
\begin{equation*}
\therefore A T \cdot T C+C P \cdot B P=A O \cdot O B \tag{3}
\end{equation*}
\]

Adding (1), (2), and \(2 \times(3)\),
\(\overline{A T}^{2}+\overline{B P}^{2}+2 A T \cdot T C+2 C P \cdot B P=\overline{A O}^{2}-C_{C}^{2}+\overline{B O}^{2}-\overline{C P}^{2}+2 A O \cdot O B ;\)
\(\therefore \overline{A T}^{2}+2 A T \cdot T C+\overline{T C}^{2}+\overline{B P}^{2}+2 B P \cdot O P+\overrightarrow{C P}^{2}=\overrightarrow{A O}^{2}+2 A O \cdot O B+\overrightarrow{B O}\);
\(\therefore \overrightarrow{A C}^{2}+\overrightarrow{B C}^{2}=\overrightarrow{A B}^{2}\).
XXX. Let \(A B C\) be a triangle, right-sngled at \(C\). Describe a circle, such that its centor \(O\) shall be in one of the legs, at \(A C\), and to which the other log

I hypotenuse shall be tangent.
Then \(\overline{A D}=A E \cdot A C=\overrightarrow{A C}-2 A C \cdot O E ;\)

Aating, \(\overrightarrow{A D}+\overrightarrow{B D}=\overrightarrow{A O}+\overrightarrow{B C}-2 A C \cdot O E\).
\(\therefore \overrightarrow{A D}+2 A C \cdot O E+\overrightarrow{B D}=\overrightarrow{A C}+\overrightarrow{B C}\).
Now AC : \(A C: O D(=O E): B C(=B D)\);


Fis, 28.
\(\therefore A D \cdot B D=A C \cdot O E ; \therefore \overrightarrow{A D}+2 A D \cdot B D+\overrightarrow{B D}^{2}=\overrightarrow{A B}=\overrightarrow{A C}+\overrightarrow{B C}\).
XXXI. Fig. 28.
\(\overrightarrow{A D}\left(=(A B-B D)^{2}\right)=\bar{A} \bar{C}-2 A C \cdot O E\),
\(\therefore \overrightarrow{A B}-2 A B \cdot B D+B D^{2}=\overrightarrow{A C}-2 A C \cdot O E\).
Adding \(\overrightarrow{B D}=\overline{B C}^{2}, \overrightarrow{A B}-2 B D \cdot A D=\overline{A C}^{2}+\bar{B}^{2}-2 A C \cdot O E\).
\(\therefore \overrightarrow{A B}=\bar{A} \vec{C}+\vec{B} \bar{C}\).
XXXII. Let \(A B C\) be a triangle right-angled at \(C\). Draw \(A E\) parallel to 'and \(=A C\). With \(O\), the middle of \(A E\), as mater, dencribe a circle, to which both \(A C\) \(1 B O\) aball be tangent. Then,
\(\left(=(a-b)^{2}\right)=B D \cdot B A=c(c-A D)\)
Also, \(A D: a: 2 \mathrm{~B}:\) c.
\(\therefore A D=2 a b / c\)
in (1), \((a-b)^{2}=c^{k}-2 a b . \quad \therefore c^{2}=a^{2}+b^{2}\).


Fig. 24.

From unequal sides aboat the right angle pass to equal sides by the theory imits.

\section*{TWO DEVELOPICEIT8.}

Dy E. D. 103, JR. Amociate Profeceor of Mathematies in Obertia Colinge, Orertia, Ohio.
[A paper read at the Jannary meoting of the Ameriona Mathematioal 8oofoty.]

It is desired to call attention here to two developments, whose statement and discussion the writer has no where met, except for \(n=2\), and then not from the point of view to be suggested here. Yet it is quite possible that they may be found elsewhere.*
I. Formulas.

If \(u=f\left(x_{1}, x_{8}, \ldots \ldots x_{n}\right)\) is a function of \(n\) variables, \(\Delta u\) will be ased to denote the total increment in the function due to a change in all the variables, while \(\Delta_{x_{1}}, x_{2}, \ldots \ldots x_{r} u\) will denote an increment due to a change in \(r\) variables. The two developments are as follows:
\[
\text { 1. } \begin{aligned}
u+\Delta u=u+A_{x_{1}} u & +\Delta_{x_{2}} u+\ldots \ldots A_{x_{n} u} u \\
& +\Delta_{x_{1}} \Delta_{x_{2}} u+\Delta_{x_{1}} \Delta_{x_{2}} u+\ldots . \Delta_{x_{1}} \Delta_{x_{2}} \ldots \ldots A_{x_{n}} u
\end{aligned}
\]


Or in determinant notation,
\[
\left|\begin{array}{ll}
\jmath & 1 \\
-1 & 1
\end{array}\right| u=\left|\begin{array}{llllll}
J_{x_{1}} & 1 & 1 & \ldots & \ldots & 1 \\
-1 & \Delta_{x_{2}} & 1 \ldots & \ldots & 1 & 1 \\
-1 & -1 & \ldots & & \vdots & \vdots \\
\ldots & \ldots & & . & \Delta_{x_{n}} & 1 \\
-1 & -1 & \ldots & \ldots & -1 & 1
\end{array}\right| u
\]
-Bince the above was read Professor Fiske of Columbia, has informed the writer that "Dr. Mectiontock called attention to the fact, that the first result is contained in a general formula which he gave in Vol. II. page 116 of the Amerioan Journal of Mathomatics. His formala (77) reduces in a special cace to
\[
\phi(E)=\phi\left(E_{x_{1}} E_{x_{1}} \ldots \ldots E_{x_{n}}\right) \text { where } E=1+\mathcal{d}
\]

His operation \(\mathbf{S}\) reduces to \(\boldsymbol{E}\) when
\[
\Psi=1 . "
\]
\[
=\left(1+\Delta_{x_{1}}\right)\left(1+\Delta_{x_{n}}\right) \ldots \ldots\left(1+\Delta_{x_{n}} u\right)={ }_{r=1}^{r=n} r\left(1+\Delta_{x_{r}}\right) u,
\]
 into the product of \(n\) operators.
2. \(u-\int d u=u-\int d_{x_{1}} u-\int d_{x_{1}} u \ldots . .-\int d_{x_{n}} u+\iint d_{x_{1}} d_{x_{i}} u+\iint d_{x_{1}} d_{x_{2}} u+\)
\[
\begin{aligned}
& \ldots \ldots+(-1)^{n} \iint \ldots \iint d_{x_{1}} d_{x_{1}} \ldots \ldots d_{x_{n}} u \\
& =u+\sum_{r=1}^{r=n} \quad \sum_{\alpha_{1}=1}^{\alpha_{1}=n-r+1} \alpha_{1} \quad \alpha_{2}=n-r+2 . \\
& \sum_{\alpha_{r}=\alpha_{r-1}+1}^{\alpha_{r}=n} \alpha_{r}(-1)^{r} \iint \ldots \ldots \int d_{x_{a_{1}}} d_{x_{a_{2}}} \ldots \ldots d_{s_{a_{r}}}{ }^{u}
\end{aligned}
\]

Or in determinant notation,
\[
\begin{aligned}
& \left|\begin{array}{cc}
-\int d & 1 \\
-1 & 1
\end{array}\right| u=\left|\begin{array}{lrrr}
-\int d_{x_{1}} & 1 & 1 \ldots \ldots & 1 \\
-1-\int d_{x_{2}} & 1 \ldots \ldots 1 & 1 \\
-1-1 & \vdots & \vdots \\
\ldots \ldots \ldots & -\int d_{x_{n}} & 1 \\
-1-1 \ldots \ldots & -1 & 1
\end{array}\right| \downarrow \\
& =\left(1-\int d_{x_{1}}\right)\left(1-\int d_{x_{1}}\right) \ldots \ldots\left(1-\int d_{x_{n}}\right) u={\underset{r=1}{r=n} r\left(1-\int d_{x_{r}}\right) u=0, ~}_{r=0}
\end{aligned}
\]
so that as operators \(\left(1-\int d\right){\underset{r=1}{r=n}}_{\pi_{=1} r}\left(1-\int d_{r_{r}}\right)\), or the operator \(1-\int d\) is developable into the product of \(n\) operators.

\section*{II. Proofs.}
1. Let \(u \doteq f\left(x_{1}\right)\), then \(\Delta u=\Delta_{x_{1}} u\), and \(u+\Delta_{n=} u+\Delta_{w_{1}} u=\left(1+\Delta_{z_{1}}\right) u\).

Let \(u=f\left(x_{1} x_{8}\right)\), then by the preceding, \(u+\Delta_{m_{2}} u=\left(1+\Delta_{m_{n}}\right) u\).
Apply the operator \(1+\Delta_{x_{1}}\) to this equation, and
\[
u+J_{x_{2}} u+J_{x_{1}} u+J_{x_{2}} \Delta_{x_{i}} u=\left(1+\Delta_{x_{1}}\right)\left(1+\Delta_{x_{2}}\right) u .
\]

By writing out the left member,
\[
\begin{gathered}
f\left(x_{1}, x_{8}\right)+f\left(x_{1}, x_{2}+\Delta_{x_{1}}\right)-f\left(x_{1}, x_{8}\right)+f\left(x_{1}+\Delta x_{1}, x_{2}\right)-f\left(x_{1} x_{8}\right)+f\left(x_{2}+\Delta x_{1}, x_{8}+d x_{8}\right) \\
\quad-f\left(x_{1}, x_{2}+\Delta x_{2}\right)-f\left(x_{1}+\Delta x_{1}, x_{2}\right)+f\left(x_{1}, x_{2}\right) \\
=f\left(x_{1} x_{2}\right)+f\left(x_{1}+\Delta x_{1}, x_{2}+\Delta x_{2}\right)-f\left(x_{1}, x_{2}\right)=u+\Delta u .
\end{gathered}
\]

The same process would show that by applying ( \(1+\Delta_{\varepsilon_{1}}\) ) first, \(\left(1+d_{\varepsilon_{1}}\right)\) second, we would also get \(u+\Delta u\). Hence would follow commutation of the two operators, so that
\[
\left(1+\Delta_{x_{1}}\right)\left(1+\Delta_{x_{2}}\right)=\left(1+\Delta_{x_{1}}\right)\left(1+\Delta_{x_{1}}\right)=1+\Delta,
\]
or if \(u=f\left(x_{1}, x_{2}, \ldots \ldots x_{n}\right)\) we have proved that
\[
\left(1+\Delta_{x_{i}}\right)\left(1+\Delta_{x_{k}}\right)=\left(1+\Delta_{x_{k}}\right)\left(1+\Delta_{x_{i}}\right)=1+\Delta_{x_{i}} x_{k},
\]
i. e., any two of these operators are commutative. It follows \((n=2)\) that
\[
u+\Delta_{x_{2}} u+\Delta_{x_{1}} u+\Delta_{x_{1}} \Delta_{x_{1}} u=u+\Delta_{x_{1}} u+\Delta_{x_{1}} u+\Delta_{x_{1}} \Delta_{x_{1}} u,
\]
and since the ordinary addition is commutative, \(\Delta_{x_{1}} \Delta_{x_{1}} u=\Delta_{x_{1}} \Delta_{x_{1}} u\), a familiar result.

Assume for \(u=f\left(x_{1}, x_{2} \ldots \ldots x_{n}\right)\), that \(u+\Delta u=\left(1+\Delta_{x_{1}}\right) . \ldots\left(1+\Delta_{x_{n}}\right) u\).
Let \(U=F\left(x_{1}, x_{2} \ldots \ldots x_{n+1}\right)\).
Then by the assumption
\[
U+\Delta_{x_{1} \ldots \ldots x_{n}} U=\left(1+J_{x_{1}}\right)\left(1+J_{x_{2}} \ldots \ldots\left(1+J_{x_{n}}\right) U\right.
\]

Apply \(\left(1+\Delta_{x_{n+1}}\right)\) to both sides of this equation remembering that we have proved commutation of operators. We get,
\[
U+\Delta_{x_{1} \ldots \ldots x_{n}} U+\Delta_{x_{n+1}} U+\Delta_{x_{n+1}} \Delta_{x_{1} \ldots \ldots x_{n}} U=\left(1+\Delta_{x_{1}}\right) \ldots \ldots\left(1+\Delta_{\varepsilon_{n+1}}\right) U
\]

By working out the left member, it becomes \(U+\Delta U\), hence the next case takes the same form with respect to \(n+1\), that the assumption had with respect to \(n\), and since the assumption is true for \(n=2\), it is true universally. The com-
mutation of any two operators brings with it the proof that \(d_{x_{1}} \Delta_{x_{1}} \ldots \ldots \Delta_{x_{r} u} u\) is equal to any other one of \(r!\) orders in which the \(r\) operations might be brought about. The determinant form was suggested by the formula for the development of a determinant in terms of the elements of its principal diagonal, a formula which has the same limits and number of operators in the summation. It is easily shown by adding to each column the elements of the last, when it reduces to one term, its principal diagonal term.
2. The second formula is easily shown after it has been proved for two variables. Let \(u=f\left(x_{1}, x_{8}\right)\). Now \(u\) may be composed linearly of a constant, a function of \(x_{1}\) alone, a function of \(x_{2}\) alone, and a function of \(\left(x_{1}, x_{2}\right)\). The last must always be present, though the others may be wanting. About the constant we are not here concerned. Neglecting it,
\[
\begin{gathered}
u=f_{1}\left(x_{1}\right)+f_{2}\left(x_{2}\right)+\phi\left(x_{1}, x_{2}\right) . \\
d_{x_{1}} u=\left[f^{\prime}\left(x_{1}\right)+D_{x_{1}} \phi\right] d_{x_{1},}, d_{x_{1}} u=\left[f_{2}^{\prime}\left(x_{2}\right)+D_{x_{2}} \phi\right] d_{x_{1}}, \\
d_{x_{1}} d_{x_{1}} u=D_{x_{1}} D_{x_{2}} \phi d x_{1} d x_{2} . \quad \int d_{x_{1}} u=f_{1}\left(x_{1}\right)+\phi\left(x_{1}, x_{2}\right), \\
\int d_{x_{2}} u=f_{2}\left(x_{2}\right)+\phi\left(x_{1}, x_{2}\right) . \quad \iint d_{x_{1}} d_{x_{2}} u=\iint D_{x_{1}} D_{x_{1}} \phi d_{x_{1}} d_{x_{2}}=\phi\left(x_{1}, x_{2}\right) .
\end{gathered}
\]

Hence without a constant,
\[
u=\int d_{x}, u+\int d_{x}, u-\iint d_{x} d_{x} u .
\]
i. e., we have here complete indefinite integral of \(d u\), and
\[
\left(1-\int d\right)=\left(1-\int d_{x_{1}}\right)\left(1-\int d x_{x_{1}}\right) u=0,
\]
where it is evident that there is a commutation of operators, since the ordinary additions are commutative, and \(d_{x_{1}} d_{x_{1}} u=d_{x_{i}} d_{x_{1}} u\).

Assume for \(u=f\left(x_{1}, x_{i} \ldots \ldots x_{n}\right)\), that
\[
\left(1-\int d_{x_{1}}\right)\left(1-\int d_{x_{2}}\right) \ldots \ldots\left(1-\int d_{x_{n}}\right) u=0 . \text { Let } U=F\left(x_{1}, x_{2} \ldots \ldots x_{n+1}\right) .
\]

Then \(U=\int d_{x_{1}} U+\phi\left(x_{2}, x_{3} \ldots \ldots x_{n+1}\right)\), where \(\phi\) is an arbitrary function of all the variables but \(x_{1}\). By the assumption
\[
\left(1-\int d_{x_{1}}\right)\left(1-\int d_{x_{1}}\right) \ldots\left(1-\int d_{x_{n+1}}\right) \phi=0, \text { also } \phi=U-\int d_{x_{1}} U=\left(1-\int d_{x_{1}}\right) U .
\]

Apply the operator ( \(\left.1-\int d_{x_{1}}\right) \ldots \ldots\left(1-\int d_{x_{n+1}}\right)\) to both sides of this equation, remembering that commutation of operators has been proved. We get
\[
\left(1-\int d_{x_{1}}\right) \ldots \ldots .\left(1-\int d_{x_{n+1}}\right) \phi=\left(1-\int d_{x_{1}}\right) \ldots \ldots\left(1-\int d_{x_{n+1}}\right) U=0,
\]
since the left member is zero ; also the last has the same form with respect to \(n+1\), that the assumption had with respect to \(n\), and since the assumption.is true when \(n=2\), it is universally true.

\section*{III. Applications.}
1. An elegant application of the first development is its use in demonstrating that the total differential of a function is equal to the sum of its partial differentials. Let \(u=f\left(x_{1}, x_{2} \ldots \ldots x_{n}\right)\). Then
\[
\Delta u=d_{x_{1}} u+\Delta_{x_{i}} u+\ldots \ldots J_{x_{n}} u+\sum \Delta_{x_{i}} \Delta_{x_{k}}+\ldots \ldots . \sum \Delta_{x_{1}} \Delta_{x_{1}} \ldots \ldots . \Delta_{x_{n}} u .
\]

Multiply through by \(n\), where \(n\) is a number which becomes indefinitely great as the principal increment becomes indefinitely small, but so that \(\underset{j_{x_{r}}=0}{\lim }\left(n د_{x_{r}} u\right)=a\) finite number, which is called by Hamilton, Serret, and J. M. Pierce, differential of \(u\) with respect to \(x_{r}\), and may be denoted by \(d_{r_{r}} u\). Consider


A fortiori, zero will be the limit of any term of higher order. We have then at once by taking the limite of both members,
\[
d u=d_{x_{1}}+d_{x_{1}} u+\ldots \ldots d_{x_{n}} u .
\]
2. The second formula gives us the complete solution of a differential equation, when it is a perfect differential. The solution is,
\[
\begin{gathered}
u=\int d_{x_{i}} u+\int d_{x_{i}} u+\ldots \ldots \int d_{r_{n}} u-\sum \iint d_{x_{i}} d_{x_{k}} \imath+\sum \iiint d_{x_{i}} d_{r_{k}} d_{r_{j}} u \ldots \\
+(-1)^{n-1} \iint \ldots \ldots \int d_{x_{1}} d_{x_{i}} \ldots \ldots d_{r_{n}} u .
\end{gathered}
\]

To this a constant may be added which is determined as usual by corresponding values of the variables and function. 1t may or may not be zero. When the function is such that farther differentiation of the first differentials will cat them down rapidly, this formula ought to be practically useful. When \(n=2\), we can by this formula solve the problem of finding the orthogonal and isothermat curves to a given system, \(u=c\), when \(u\) satisties the equation \(D_{\boldsymbol{r}}{ }^{2} u+D_{\boldsymbol{r}}{ }^{2} u=0\).

\section*{ARITHMETIC.}

Conducted by B. F. FINEBL, Springield, MO. All contributions to this department should be sent to him.

\section*{SOLUTIONS OF PROBLEMS.}

\section*{78. Propead by mehsor 8. RORAY, South Jersey Institate, Bridgeton, Few Jersey.}

A man owes me \(\$ 100\) due in 2 years, and I owe him \(\$ 200\) due in 4 years. When can \(I\) pay him \(\$ 100\) to settle the account equitably, money being worth \(6 \%\), and the interest to draw interest until the time of settlement?

\section*{Solution by FREDERIC R. HOMEY, Iow Haven, Connectiont.}

One dollar placed at \(6 \%\) compound interest, in two years will amount to \(1.06^{8}=\$ 1.1236\). Therefore the present value of \(\$ 100.00\) due in 2 years is \(\$ 100.00 \div 1.1236=\$ 89.00\) very nearly.

One dollar placed at \(6 \%\) compound interest in four years wilt amount to \(1.06^{4}=\$ 1.2625\). Therefore the present value of \(\$ 200.00\) due in 4 years is \(\$ 200.00 \div 1.2625=\$ 158.416\).

Therefore the difference between \(\$ 158.416\) and \(\$ 89.00=\$ 69.416\), is the amount of my debt to \(A\) at the present time.

Since \(\$ 1.00\) placed at \(6 \%\) compound interest in 6 years will amount to \(1.06^{6}=\$ 1.4185, \$ 69.416\) at the same rate will, in 6 years, amount to \(69.416 \times\) \(1.4185=89.4666\).

And since the simple interest on one dollar for 1 year is \(\mathbf{8 0 . 0 6}\), the simple interest on \(\$ 98.4666\) is \(98.4666 \times 0.06=\$ 5.908\) for one year. Therefure the interest \(\$ 100.00-\$ 98.4666=\$ 1.5334\) will accrue in \(1.5334 \div 5.908=0.2594\) years.

And 6. \(+0.2594=6.2594\) the number of years hence when \(\$ 100.00\) should be paid, in order to settle the account equitably.
J. M. Bandy ment solutions of Nos. 71 and 72 too late for credit in February number.

\section*{GEOMETRY.}

Condected by B. F. FIIKEL, 8priagfield, Mo. All contribations to this department should be sent to him.
SOLUTIONS OF PROBLEMS.

\section*{67. Propoced by F. M. PRIEST, St. Louis, Mo.}

Required: The length of a piece of carpet that is a yard wide with square ends, that can be placed diagonally in a room 40 feet long and 30 feet wide, the corners of the carpet just touching the walls of the room.





Let \(A B=40=a, B C=80=b, E F=8=c, B P=x, B E=y\).
\(\therefore x^{2}+y^{2}=c^{*}\)
From the trianglen OHF and BEF we get \(H C: C F=B F: B E\) or \(a-y: b-s=x: y\).
\(\therefore a y-y^{2}=b x-x^{2}\)
(1) in (2) gives \(b x-x^{2}=a \sqrt{c^{2}-x^{2}}-c^{2}+x^{2}\) 。
\(\therefore 4 x^{4}-4 b x^{2}+\left(a^{2}+b^{2}-4 c^{2}\right) x^{4}+2 b c^{2} x+c^{6}-a^{2} c^{8}=0\).
\(\therefore 4 x^{4}-120 x^{2}+2464 x^{2}+540 x-14319=0\).
\(\therefore x=2.48872+, y=1.76414+\).
\(H G=\left\{(a-y)^{8}+(b-z)^{2}\right\}=47.14494+\).




In the figure used above, let \(A B=D C=a=40\) feet, the length of the room.
\(A D=B C=b=30\) feet, the width of the room.
\(E F=G H=c=8\) feet, the width of the carpet.
Let \(x=H F=G E\), the length of the carpet, and the angle CFF \(=\) the angle \(H G D=A\).

Then \(x \sin \theta=C F, \operatorname{csin} \theta=D H, \operatorname{scos} \theta=H C\), and \(c \cos \theta=D G\).
\(\therefore c \sin \theta+x \cos \theta=D C=a\)
and \(x \sin 6+c \cos \theta=B C=b\)
Multiplying (1) by (2), and collecting, we get
\(c x\left(\sin ^{2} \theta+\cos ^{4} \theta\right)+\left(x^{2}+c^{2}\right) \sin \theta \cos \theta=a b\), or
\[
\begin{equation*}
a x+\left(x^{2}+c^{2}\right) \sin A \cos A=a b . \tag{3}
\end{equation*}
\]

Squaring (1) and (2) and adding the reaults, we get
\[
\begin{equation*}
c^{2}+x^{2}+4 c x a \sin \theta \cos \theta=a^{2}+b^{2} . \tag{4}
\end{equation*}
\]

From (3), \(\sin \theta \cos \theta=(a b-c x) /\left(x^{2}+c^{0}\right)\). Subetituting this value of ainfeosd in (4) and reducing, we get,
\[
\begin{equation*}
x^{4}-\left(a^{2}+b^{2}+2 c^{2}\right) x^{2}+4 a^{b} c x-c^{2}\left(a^{2}+b^{4}-c^{3}\right)=0 \tag{5}
\end{equation*}
\]

Beatoring numbers in (5), we have
\[
x^{4}-2518 x^{2}+14400 x-22419=0 .
\]

Solving this equation by Horner's Method, we find \(x=47.145\) feet, nearly.

\section*{CALCULUS.}


\section*{8OLUTIONS OF PROBLEIES.}

A line pamea through a fired point and rotatem uniformily eboat thia point. Another pases through a point which movee uniformly along the are of a given curve and rosuniformly aboat this point. Develop a method for finding the loous of interceetion neas two linen. Apply to cese of cirole and etraight Hne.
 echucetas

Let \(O\) be the origin, \(P_{3}\) the fixed point, ite coorcinates being ( \(r_{3}, \theta_{2}\) ), and \(A B\) be a given position of line through \(P_{2}\), Let \(P_{1}\left(r_{1}, \theta_{1}\right)\) be position of at on curve and \(C D\) the line through it, both corronding to the position \(A B\) of other line. Also let ' be position of \(A B\) revolved through an \(\angle \phi_{\text {, }}\) and \(P_{g}\left(r_{3}, \theta_{g}\right)\) and \(E F\) be the corresponding position \({ }_{1}\) and \(C D\).

Let \(r=f\left(f^{( }\right)\)be equation to curve \(P_{1} P_{1}\). Let the angle made by \(A B\), and \(\eta_{1}\) the one made by \(C D\) with a polar axic. Let angular rate of revolution of \(A B\), and na of \(C D\).
\(\therefore \angle\) between \(C D\) and \(E F r=n t\).
J.et \(6=\) linear rate of movement of \(P_{1}\). Theo \(\phi / a=P_{1} P_{8} / b \ldots \ldots \ldots\) (1).

Equation to \(K H\) is \(r=\left[r_{4} \sin \left(\eta+\phi-\theta_{2}\right)\right] / \sin \left(\eta+\phi-\theta^{\prime}\right) \ldots \ldots . . . . .\). (2).
Equation to \(E F\) in \(r=\left(r_{3} \sin \left(\eta_{1}+n \phi-\theta_{8}\right)\right] / \sin \left(\eta_{1}+n \phi-\theta^{\prime}\right) \ldots \ldots \ldots\). (8).
By intogration,

which gives \(P_{1} P_{2}\) in terms of \(\theta_{2}, \theta_{2}\) being known. Then substitate from (4) in (1) to get \(\psi\) in terma of \(H_{3}\). Substitute this value, and also \(f\left(H_{z}\right)\) for \(r_{*}\) in (2) and (3). Then by eliminating ( \(\mathrm{H}_{9}\) ) we have resulting the equation to the locus of the intersecting of the lines. The solation depends on our ability to integrate (4). Now if the given lines are not straight, it is evident that the only changes are in equations (2) and (3). These may be derived from the equations to the linea in original position by a method of transformation of coördinates. For example, the equation to \(H K\) may be derived from that to \(A B\) by revolving the pole and polar axis about \(P\), through an angle equal to \(\phi\) and in the opposite direction. If the given curve is a circle and the lines atraight, the problem can be definitely solved as followa:

Tranaform coördinates so that center of circle shall be pole and \(O P_{\mathrm{t}}\) the the polar axis. Then \(r=f(\theta)\) becomes \(r=c\).

Let \(\left(r_{1}, \theta_{2}\right)\left(r_{2}, \theta_{1}\right)\left(r_{2}, \theta_{3}\right)\) represent the new coorrdinates of pointa \(P_{1}, P_{3}\), \(P_{8}\), respectively.

Then \(r_{1}=r_{z}=c . \quad \theta_{1}=0 . \quad P_{1} P_{z}=c \theta_{4} . \quad\) From (1) \(\phi=a c \theta_{2} / b\).
(2) becomes \(r=\left[r_{3} \sin \left(\eta+a c H_{3} / b-\theta_{3}\right)\right] / \sin \left(\eta+a c \theta_{3} / b-(\eta) \ldots \ldots . .\right.\). (b).
(3) becomes \(y=\left[\operatorname{csin}\left(\eta_{1}+\right.\right.\) nact \(\left.\left.\theta_{3} / b-\theta_{3}\right)\right] / \sin \left(\eta, n a c \theta_{3} / b-\theta\right)\) \(\qquad\)
(5) can be solved for \(\theta_{\&}\) and the result can be substituted in (6), giving the equation required. Then if desired the coördinates can be again transformed to the original form.

\section*{MECHANICS.}


\section*{BOLUTIONS OF FROBLEMS.}



Two weights \(P\) and \(Q\) reat on the concave side of a parabola whose axis is horizontal, and are connected by a string, length \(l\), which passes over a smooth peg at the tocus, \(P\). [Bowerr'a Aralytical Meckanick, page 54.]




Let \(A X\) be the horisontal axis of the parabola, \(F\) the focus, \(P^{\prime}\) and \(Q^{\prime}\) the ponitions of the weights \(P\) and \(Q, T\) the tention of the string \(P^{\prime} F Q^{\prime}, N\) and \(N^{\prime}\) the mormal reactions at \(P^{\prime}\) and \(Q^{\prime}\) respectively, \(\theta\) and \(0^{\prime \prime}\) the angles between the axib \(A X\) and the focal radii to \(P^{\prime}\) and \(Q^{\prime}\) respectively, \(A\) the intersection of the axis and the tangent at \(\boldsymbol{P}^{\prime \prime}\). Denote the latus rectum by 4 m .
\[
\angle \theta=\angle F A P^{\prime}+\angle F P^{\prime} A=2 \angle F A P^{\prime},
\]
ly property of parabola.
\[
\therefore \angle F A P=1 \theta
\]

Bince \(N\) is inclined to the vertical at the game angle that the tangent is inclined to the horizontal, we have for equilibrium of the forces at \(P^{\prime}\), resolving vertically and horisontally,
\(N \cos +\theta+T \sin \theta=P\), and \(N \sin \xi \theta=T \cos \theta\),
from which
\(T\left(\cot \frac{1}{2} \theta \cos \theta+\sin \theta\right)=P\), or, \(T \cot \theta=P\).
Bimilarly, Tooti \(\left.\left.\theta^{\circ}=Q . \quad \therefore \cot \right\}=P / Q \cot \right\} \theta^{\circ}\).
From the polar equation of a parabola,
\[
F P^{\prime}=\frac{2 n}{1-\cos \theta^{\prime}}, \quad F Q^{\prime}=\frac{2 m}{1-\cos t^{\prime}}
\]

But \(F P^{\prime}+F Q^{\prime}=l . \quad \therefore \frac{2 m}{1-\cos \theta^{\prime}}=l-\frac{2 m}{1--\cos \theta^{\prime}}, \cos \theta^{\prime}=1-\frac{2 m(1-\cos \theta)}{\overline{l(1-\cos \theta})-2 m}\),
\[
\sin ^{2} f t^{\prime}=\frac{m(1-\cos \theta)}{l(1-\cos \theta)-2 m}, \cot \xi^{\prime \prime}=\sqrt{\frac{l(1-\cos \theta)+m \cos \theta-3 m}{m(1-\cos \theta)}} .
\]

Then, \(\cot \frac{1}{2} \theta=\frac{P}{Q}-\sqrt{\frac{(1-\cos \theta)+m \cos \theta-3 m}{m(1-\cos \theta)}}\), Since \(1-\cos \theta=\frac{2}{\cot ^{2} \frac{1}{2} \theta+1}\), the preceding equation givel coti \(A=\frac{P \sqrt{l-2 m}}{\sqrt{m\left(P^{B}+Q^{3}\right)}}\).
 If, in the figure above, \(\theta\) represents the angle \(X F P\), and \(\theta_{1}, X F Q\), then \(F P=r=\frac{2 m}{1-\cos \phi}=\frac{m}{\sin ^{2} \xi^{\prime} \theta^{\prime}} . \therefore \sin ^{2} y=\frac{m}{r}\), and \(\cos 2 \lambda \theta=\frac{r-m}{r}\).

Since \(F Q=l-r, \sin ^{2} \frac{1}{} \theta_{1}=\frac{m}{l-r}\), and \(\cos ^{2} \frac{1}{2} \theta_{1}=\frac{l-r-m}{l-r}\).
Since the tension is the same in all parts of the string and the angle between the radius vector and tangent is half the angle between the radius vector and the \(X\) axis, \(T=P \tan \left\{\theta=Q \tan \not \theta_{1}\right.\).
\[
\begin{aligned}
& \therefore \frac{P}{Q}=\frac{\operatorname{ctn} \frac{1}{2}}{\operatorname{ctn} \frac{1}{2} H_{1}}, \quad \therefore \frac{P^{2}}{P^{2}+Q^{2}}=\frac{r-m}{l-2 m}=\frac{m \operatorname{ctn}^{2} \frac{1}{2} \theta}{1-2 m}, \\
& \therefore \operatorname{ctn}\} \theta=\frac{\overline{P_{V} l}-2 m}{\sqrt{m\left(P^{2}+Q^{2}\right)}} .
\end{aligned}
\]
 Taiveraity, Atheas, Ohio.

Let \(r^{\prime}, r^{\prime \prime}\) be the parts of the string \(l\) joining the focus and the weights \(P\) and \(Q ; \theta\) and \(\theta^{\prime}\) the angles which \(r^{\prime}\) and \(r^{\prime}\) make with the axis of \(X\).

For the equilibrium of \(P\) and \(Q\), resolving along the tangents throagh \(P\) and \(Q, T\) being the tension in the string,

These give \(P / Q \operatorname{cotz} \theta=\cot \boldsymbol{I}^{\prime \prime}\)
The equations to the curve are
\[
\begin{equation*}
r^{\prime}=\frac{2 m}{1+\cos \theta}, \quad r^{\prime \prime}=\frac{2 m}{1+\cos \theta^{\prime}} ; \tag{4}
\end{equation*}
\]
then \(r^{\prime}+r^{\prime \prime}=2 m\left(\frac{1}{1+\cos H}+\frac{1}{1+\cos \theta^{\prime}}\right)=l\).
Now \(\cos \theta=\frac{\cot ^{2} \frac{1}{2} \theta-1}{\cot ^{2} \frac{1}{2} \theta+1}, \quad \cos \theta^{3}=\frac{\cot ^{2} \frac{y}{2}-1}{\cot ^{2} \frac{1}{2}+1}\)
(3) and (5) and the resulting values of cost and cost \(H^{\prime \prime}\) in (4) and reducing gives
\[
\begin{equation*}
\frac{2 P^{2} \cot ^{2} \frac{1}{2}+\left(P^{2}+Q^{2}\right)}{2 P^{2} \cot ^{2} z^{\theta} \theta}=\frac{l}{2 m} . \tag{6}
\end{equation*}
\]

Subtracting unity from both members of (6) and taking the square root of the result,
\[
\begin{equation*}
\tan z A=\frac{P}{1^{\prime} P^{2}+Q^{2}} \sqrt{\frac{l-2 m}{m}} . \tag{7}
\end{equation*}
\]

In which put \(\pi-\boldsymbol{A}\) for \(\boldsymbol{H}\) For Bowser's result.

\section*{AVERAGE AND PROBABILITY.}


\section*{s0LUTIOTS OF PROBLHIE.}

In a oircle whoee radius is \(a\), chorde are drawn through a point distant b from the mater. What is the average length of much chonds, (1), if a chord is drawn from every cint of the oircumference, and (9), if they are drawn through the point at equal angular metervale?

\section*{}

In the figure, let \(B C\) represent the chord pareing through the point A whose dietence from \(O\) is \(O A=b\). Put \(B C=x\), \(\angle B O A=\theta, \angle B A O=\phi, A_{1}=\) firat average required, mad \(A_{2}=s e c o n d\) average required.

Then \(x=2\left(a^{4}-b^{2} \sin ^{2} \phi\right)^{4}\).
Hence, \(A_{1}=1 / \pi \int_{0}^{*} x d \theta\). From triangle \(A O H\),
\(a \sin (\theta+\phi)=b \sin \phi . \quad \therefore \theta+\phi=\sin ^{-1}(b / a \sin \phi)\).
\(\therefore d \theta=-d \phi+\frac{b \text { con } \phi d \phi}{\left(a^{2}-b^{2} \sin ^{5} \phi\right)}\).
\(\therefore A_{1}=2 / \pi \int_{0}^{\pi}\left[\left(n^{*}-b^{4} \sin ^{*} \phi\right)^{4}-b e 0 a \phi\right] d \phi=\frac{4 a}{\pi} E\left(\frac{b}{n}, 4 \pi\right)\).
\(A_{8}=1 / \pi \int_{\bullet}^{*} x d \phi=\frac{4 \pi}{\pi} \int_{\theta}^{i=}\left[1-\left(b^{2} / a^{2}\right) \sin ^{2} \phi\right]^{2} d \phi=\frac{4 a}{\pi} E\left(\frac{b}{n}, \phi \pi\right)\),
\(\therefore A_{1}=A_{2}, \quad\) If \(b=0, A_{1}=A_{8}=2 n\). If \(b=a, A_{1}=A_{2}=4 n / \pi\).
This problem was also solved by G.B. M. Zarr. Hit tolution will appear in the next mae.

What is the average length of all the chords that may be drawn from one extremity I the major axif of an ellipae if they are drawn at equal angular intervils?
 ngitus, the riogorid.

Let \(y==\) length, \(\sigma=e c e n t r i c i t y\) of ellipee, \(f=\) angle the chord maken with , ajor axis. Then
\[
r=\frac{2 a\left(1-e^{d}\right) \cos \theta t}{1-e^{2} \cos \theta}, \quad \Delta=\text { average length }=\frac{\int_{0}^{i v} r d \theta}{\int_{0}^{i \operatorname{lin}} d \theta} .
\]
\(\therefore \Delta=\frac{4 a\left(1-e^{2}\right)}{\pi} \int_{0}^{4 \pi} \frac{\cos \theta d \theta}{1-e^{2} \cos ^{2} \theta} . \quad \therefore \Delta \frac{4 a v \sqrt{1-e^{2}}}{\pi e} \tan -\frac{e}{1 / \overline{1-e^{2}}}\).
When \(e=\theta, \Delta=\frac{4 a}{\pi}\), since \(\frac{1}{e} \tan ^{-1} \frac{e}{\sqrt{1-e^{2}}}=1\).

\section*{MISCELLANEOUS.}

\section*{Conducted by J. M. COLAW, Montaray, Virginia. All contributions to this departmeat abould be want h}

\section*{SOLUTIONS OF PROBLEMS.}
48. Proposed by E. B. ESCOTT, 6183 Ellis \(\Delta\) venue, Chioago, Illinots.

To find a triangle whose sides and median lines are commensurable.
Solution by J. W. TESCH, in "L'Intarmodiare des Mathematiciens" for Oetober, 1896. Tramelat adapted by J. M. COLAW, A. M., Monterey, Virginia.

Suppose the sides to be \(2 a, 1+2 b-b^{2}+\frac{1}{4} a^{2}, 1-2 b-b^{2}+\frac{1}{d} a^{2}\); then we have \(m_{1}= \pm\left(1+b^{2}-1 a^{2}\right)\),
\[
\begin{aligned}
& m_{2}^{2}=\frac{1}{8}\left[4 a^{2}+\left(1-2 b-b^{2}+\frac{1}{4} a^{2}\right)^{2}\right]-\frac{1}{4}\left(1+2 b-b^{2}+\frac{1}{1} a^{2}\right)^{2}, \\
& \text { or } m_{2}^{2}=\frac{1}{8} a^{4}+\frac{1}{8}\left(17-6 b-b^{2}\right) a^{2}+\frac{1}{4}\left(1-12 b+2 b^{2}+12 b^{3}+\right.
\end{aligned}
\]

In order that the second member may be a perfect square, it is neces that \(\frac{1}{\sigma^{6}}\left(17-6 b-b^{2}\right)^{2}=4 \times \frac{1}{8} \times \frac{1}{4}\left(1-12 b+2 b^{2}+12 b^{3}+b^{4}\right)\), whence \(2 b=3\).

Thus the sides become \(2 a, \frac{7}{7}+\frac{1}{4} a^{2},-\frac{1}{4}+\frac{1}{4} a^{2}\), or (1) \(16 a, 2\left(a^{2}+7\right), \pm 2\left(a^{2}-17\right) ; m_{1}= \pm 2\left(a^{2}-13\right), m_{2}=a^{2}+23\).

We will have \(m_{3}^{2}=a^{4}+190 a^{2}-191\). The values of \(a\), which rende second number a perfect square, are \(1,3,5, \ldots \ldots ; m_{3}=0,40,72, \ldots\) none of these values satisfy (1) ; therefore, after the method of Euler, (Voll dige Anleitung zur Algebra, or the French translation by J.-G. Garnier, 2 r with the additions of Lagrange, Paris, 1807), it is necessary to proceed as foll

By supposing \(a=3+h\), we may write
\[
(3+h)^{4}+190(3+h)^{2}-191=\left(40+p h+h^{2}\right)^{2}
\]
where \(p\) is a coefficient to be determined. Developing, we have
\[
1248+244 h+12 h^{2}=80 p+\left(80+p^{2}\right) h+2 p h^{2}
\]

If we take \(80 p=1248\) or \(p=15+3 / 5\), we find \(h=-(4+2 / 15)\), which gives \(-(17 / 15)^{1}\). We also have for the three aides, after some easy reductions: \(0,468,884\), and for the mediant \(659,683,208\). This is perhaps the simpleat e in whole numbers.

\section*{}

To find, if powible, a right angled triangle, the bisectors of the seute anglee bich, can be expreseed by integral whole numbers.
1. Solution by IL A. Groden, A. M., Wer Doparmant, Wemington, D. C.

Let \(A B C\) be a right triangle, right angled at \(C, A D\) the bisector of \(\angle A\), \(B E\) the bisector of \(\angle B\).

Put \(B C=a, A C=b, A B=c, D C=a_{1}, E C=b_{1}, E B\) , and \(A D=c_{2}\). Then \(B D r=a-a_{1}\), and \(A E=b-b_{1}\). n geometrical relations we obtain \(a^{3}+b^{2}=c^{8} \ldots \ldots\) (1); \(=a r-b_{1}\left(b-b_{1}\right) \ldots \ldots\) (2); \(b-b_{1}: b_{1}=c: a \ldots \ldots\) (3).

From (3) we get \(b: b_{1}=c+a: a\); whence \(b_{1}=a b /\)
 a), and \(b-b_{1}=b c /(c+a)\).
\(\therefore c_{1}^{2}=a c-a b^{2} c /(c+a)^{2}=a c-a c\left(c^{2}-a^{2}\right) /(c+a)^{2}=2 n^{2} c_{/}(r+a)\).
By a similar process, we find \(c_{z}{ }^{2}=2 b^{5} c /(c+b)\).
From (1), \(c^{2}-b^{2}=a^{2}\), or \((c+b)(c-b)=a^{2}\). Put \(c+b=t p^{2}\) and \(c-b=t q^{4}\). and \(q\) being any values. Then \(a=t p q, b=t\left(p^{2}-q^{1}\right) / 2\), and \(c=t\left(p^{1}+q^{8}\right) / 2\). snce \(c_{1}^{2}=2 t^{2} p^{2} q^{2}\left(p^{2}+q^{2}\right) /(p+q)^{2}\), and \(c_{8}^{2}=i^{2}\left(p^{2}-q^{2}\right)^{2}\left(p^{4}+q^{2}\right) / 4 p^{2}\).

When \(p^{2}+q^{2}=\square, c_{2}^{*}=0\), sud \(c_{1}^{z}=2 \times \square\). When \(p^{2}+\eta^{\prime \prime}=2 \times 0\),

\(\therefore\) Both bisectors cannot be rational; one of them will be, 2 timea a numwhen the other is a rational whole number.

\section*{II. Soltaing by the PROPOSRR}

Let \(b x, b y\), and \(x+y\) be, respectively, the sidea and base of a right angled sgle, and let \(x\) and \(y\) be the greater and less segments of the base cut by the ctor. Then the bisector will be \(v^{\prime} y^{2}\left(b^{2}+1\right)\) and if the bisector be integral, 1 must=a, \(b\) must therefore be an improper fraction, and will alway be quotient of the sum of the other two sides divided by the bisected side.

Now let \(C A B\) be a triangle, and let \(A B=x^{2}+y^{2}, C A=x^{8}-y^{4}\) and \(=2 x y, C A+A B / C B=-x / y . \quad(x / y)^{\prime}+1\) may be a aquare, but \(A B+C B / C A\) \(;+y) /(x-y) .[(x+y) /(x-y)]^{2}+1\) will be a multiple of the,, 2 and cannot be uare.
\(\therefore\) If a rational right angled triangle have an integral bisector of one of its 0 angles, the bisector of the other acute angle must be a multiple of \(V / 2\) and cannot be integral.
[Remark.-On page 155, Vol. II. of the Monthly, we have, when the e are 59.4107, 47.4072, 35.8067, the bisectors 40 and 50 . It in doubtfal ther the sides and bisectors both can be integral. Zerr.]

\section*{}

Two trees whose heights are 40 and 80 feet, respectively, stand on oppoaite sile a stream 80 feet wide. What path does a squirrel take in leaping from the top of tho kith er to the top of the lower? What is the length of the path?

\section*{Selution by G. B. M. ZERR, A. M., Ph. D., Toxarkada, Artames.}

The path is a parabola. Let the top of the higher tree be origin, "ecrom the river" positive, \(v=\) velocity, \(\beta=\) angle of projection, then the equativel is \(y=\tan \beta x-g x^{2} /\left(2 v^{2} \cos ^{2} \beta\right)\), in which we must know either \(v\), or \(\beta\). Subetith ing \(x=30, y=-40\) we get
\[
\begin{array}{r}
v^{2}=45 g /\left(4 \cos ^{2} \beta+3 \sin \beta \cos \beta\right) \ldots . \\
S=\frac{1}{v^{2} \cos ^{2} \beta} \int_{0}^{\infty} \sqrt{v^{4} \cos ^{4} \beta+\left(g x-v^{2} \sin \beta \cos \beta\right)^{2}} d x .
\end{array}
\]

Let \(v^{2} \cos ^{2} \beta=n, g x-v^{2} \sin \beta \cos \beta=y, 30 g-v^{2} \sin \beta \cos \beta=y_{1},-v^{2} \sin \beta \cos \beta=-y_{v}\).
\[
\begin{gathered}
\therefore S=\underset{a g}{1} \cdot \int_{-y_{2}}^{y_{1}} \sqrt[v^{\prime}]{a^{2}+y^{2} d y} \\
=\frac{1}{2 a g}\left\{y_{1} v \cdot \overline{a^{2}+y_{1}{ }^{2}}+y_{2} V \overline{a^{2}+y_{2}{ }^{2}}\right\}+\frac{a}{2 g} \log \left[\left(\sqrt{a^{2}+y_{1}{ }^{2}}+\dot{y_{1}}\right) /\left(\sqrt{a^{2}+y_{8}{ }^{2}}-y_{1}\right)\right]
\end{gathered}
\]

Let \(\beta=45^{\circ}\); then \(v^{2}=90 g / 7, y_{1}=165 g / 7, y_{8}=45 g / 7=a\).
\(\therefore S:==1_{18}^{6}\left(11_{1}^{\prime} \overline{130}+9 l^{\prime} 2\right)+49 \log \left[(1 / \overline{130}+11) /\left(3 y^{\prime} 2-3\right)\right]\).
Let \(\beta=0\); then \(v^{2}=45 g / 4, y_{1}=30 g, y_{2}=0, a=45 g / 4\).
\(\therefore S=5 v^{\prime} \overline{73}+{ }_{8}^{6} \log \left[\left(1^{\prime} \overline{73}+8\right) / 3\right]\).

\section*{NOTES.}

\section*{international congress of mathematicians at Zurich in 1897.}
"It is known that the idea of an international congress of mathematicien has been, above all in these latter days, the object of numerous deliberations on the part of scientists interested in its realization. It has appeared to them, by reason of the excellent results obtained in other scientific domains by an interne tional 'entente', that assuring the execution of this project would have wery weighty advantages.

As outcome of a very active exchange of views, accord wat reached oa a
e point. Switzorland, by its central geographic situation, by its traditions its experience of international congresses, appeared designated to invite a attempt at a reunion of mathematicians. In consequence Zurich is chosen sat of the Congress.

The mathematicians of Zurich do not disguise from themselves the difflies they will have to surmount. But in the interest of this enterprise, they B thought it their daty not to decline the overtures so flattering that have been le them from all sides. They have decided therefore to take all preparatory lsures for the future congress and, to the extent of their powers, to contribute ts success. So, with the concurrence of mathematicians of other nations, was ned the undersigned committee of organization, charged to bring together at ich in 1897 the mathematicians of the entire world.

The congreas, in which you are cordially invited to take part, will e place at Zurich the 9,10 and 11 of August, 1897, in the halls of the federal ptechnic school. The committee will not fail to communicate to you, in time wrtune, the text of the program determined, begging you to infurm them of ir adherence. But even at present it may be said that the scientific works I questions of administration will pertain to subjects of general interest recognized importance.

Scientific congresses have also this precious advantage, to favor and keep personal relations. The local committee will not fail to accord all its solicie to this part of its task, and, with this aim, it will elaborate a modest promme of fetes and intimate reunions.

May the hopes reposed in this first congress be fully realized! May numus participants contribute by their presence to create, among colleagues, not ne coherent scientific relations, but also cordial bonds based on personal acsintance ! Finally, may our congress serve the advancement and the progress the mathematical sciences !"

The invitation of which the above is a translation is signed by eleven from rich and ten associates, as committee.

Readers of the Amrican Mathematical Monthly already know the pertent efforts of Vasiliev of Kazan and Laisant of Paris to establish this congress.

It is matter for rejoicing that their noble endeavors have been crowned ih this definite success.

Grorge Bruce Halstrd.

\section*{THE SAME OLD BLUNDER.}

In the Natim of November 26, 1896, in a review of Cajori's History of :mentary Mathematics, the reviewer himself makes a blunder so appalling that hould not go unnoticed.

He says Cajori "does not name Prof. J. J. Littrow of Vienna, whose demtration is yet worth notice. Littrow proves first that the three angles of a ungle are \(=2 R\). Thus : When a side \(a\) and angles \(B C\) are given, angle \(A\) is ermined ; it is \(=F(\alpha B C)\); and as an angle may be viewed as an abetract numpit has no relation to one measure in space : angle \(A=F(B C)\) simply," etc.

Now where has the Nation's reviewer been buried not to know that tip very pseudo-proof was given by Legendre, and its fallacy shown by George Puf ton Young in the Canadian Journal for November, 1856, forty years 4 . and again in the Canadian Journal for July, 1860, pages 356-358?

Grorge Bruce Halsted.
Austin, Texas.
James Joseph Sylvester, the great mathematician, Sivilian profem. of geometry at Oxford, formerly professor of mathematics at the Johns Hoptis University, and in 1841 at the University of Virginia, died in London on Mres 15th, aged eighty-three years. Also the eminent mathematician Dr. Kuth Weierstrass, died at Berlin on February 19th, aged eighty-one years. h the death of these two men, mathematics sustains a great loss. Both did modi to broaden and deepen mathematical knowledge. Sylvester has written mochom invariants, the theory of equations, theory of partitions, multiple algebm, the theory of numbers, the theory of reciprocants, etc., while Weierstrass ham given special attention to the theory of functions of a complex variable. For a biography of Sylvester, by Dr. Halsted, see Monthly, Vol. I., No. 9. B. F. P.

\section*{BOOKS.}

Composite Geometrical Figures. By George A. Andrews, A. M. 63 pages. Price 55 cents. Ginn and Company, Boston, and London. 1896.

The figures in this little book are constructed for the demonstration of more than one proposition. Ten of the figures are designod for review work, while the last genend figure is intended for re-review work of all the theorems of plane geometry. Under each figure are illustrative demonstrations, followed by series of easy examples which require the pupil to apply the general principles of geometry to the specific conditions of the ffures. It will be seen that the book is not designed to take the place of other text-book, but is intended to be used with them for reviews and for supplemental easy original work. The plan of the work is rather unique, and it will be useful to teachers who feel the need in their classes for the specific application of geometrical principles.
J. M. C.

National Geographic Monographs: (1) Physiographic Processes, by J. W. Powell ; (2) Physiographic Regions of the U. S., by J. W. Powell ; (3) Lakes and Sinks of Nevada, by I. C. Russell; (4) Mt. Shasta, by J. S. Diller. Price 20 cents each, or \(\$ 1.50\) for a set of ten. American Book Company, New York, Cincinnati, and Chicago.

These monographs on the physical leatures of the earth's surface furnish fresh and interesting material with which to supplement the regular text books. They have beet written with exceptional care and ability and are not only very serviceable for such ue but are very interesting to the general reader as well.
J. M.C.
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\section*{BIOGRAPHY.}

\section*{HoüEL.}
by georae broce hatrted.

0UILLAUME JULES HOÜEL, of a very old protestant family of Normandy, was born at Thaon (Calvados) on April 7th, 1823, and died at Périers, near Caen, June 14th, 1886.
The key to his whole mental life was this old protestant blood, which. ans so much in a Roman catholic country.

After stadying at the lyceum of Caen, and the college Rollin, he entered igreat Normal School of Paris in 1843. On leaving, he taught at Bourges, rdeaux, Pan, Alencon and Caen.

In 1855 he took his Doctor's degree at the Sorbonne, and then, declining \({ }_{3}\) overtures of Le Verrier to join the working force at the Observatory, he reed to his home at Thaon to continue his researches. In 1859 he was called to sceed Le Besgue in the chair of pure mathematics of the Faculty of Sciences of rdeaux. Here he found dignity and facilities for work, and considered the sition as final.

The idea of duty was the essence of his character, remarkably sweet and m. Not only in his official position did he forward science, he spread it with ifusion all around him.

So precise and rigorous was his mind that he scorned Legendre's and irant's geometries, and the conventional neatness of the French texts, in favor he eternal geometer Euclid.

In 1863 he published at Greifswald an essay on the fundamental principh of geometry. In this he has already reached by himself the jdea that a deman stration of the postulatum of Euclid is impossible. He says: "Since long, scientific researches of mathematicians on the fundamental principles of elema tary geometry have concentrated themselves almost exclusively on the theory parallels ; and if, hitherto, the efforts of so many eminent minds have prodsal no satisfactory result, it is perbaps permitted to conclude thence that in puraind these researches they have followed a false path and attacked an insoluble prit lem, of which the importance has been exaggerated in consequence of inex ideas on the nature and origin of the primordial verities of the science of apean

To the mind so self-prepared came an important communication in 1806 from Dr. R. Baltzer informing Hoüel of the fundamental idea of Lobachévoli al Bolyai and announcing that Baltzer would mention it in the forthcoming scocel edition of his Elements of Geometry. That very year 1866 Hoüel issned tim translation of Lobachévski's "Geometrische Untersuchungen zur Theosin der Parallellinien," and in the preface to his translation quotes from W. Bolyih "Kurzer Grundriss eines Versuchs etc.," and mentions the work of J. Bolyi; with date 1832. In this preface he says: "The aim of the author is to prow that there exists a priori no reason to affirm that the sum of the three anglea of a rectilineal triangle is not less than two right angles, or, what comes to the sume thing, that one cannot draw, through a given point more than a single stridic not meeting a given straight in the same plane.

In spite of the high value of these resparches, they have not hitherto drawn the attention of any geometer. We do not believe however that we expt gerate their philosophic import in saying that they throw a new day on the fandamental principles of geometry, and that they open a path yet unexplored capable of leading to unexpected discoveries. Not to go beyond elementary quettions, one cannot deny that they accomplish an immense advance in methods of teaching by relegating among the chimeras the hope still nourished by so many geometers of demonstrating the postulatum of Euclid.

Henceforth these attempts must be ranked with the quadrature of the circle and perpetual motion."

He mentions the assumption, (three points are costraight or concyclic), given by W. Bolyai to replace Euclid's'

A translation of J. Bolyai was delayed until 1868 by Hoüel's inability to procure a copy of the now celebrated Appendix. How this difficulty was fortanately overcome I learned while in Hungary where my friend Franz Schmidt entrusted to me a precious file of Hoüel's own letters. From these letters it appears that a copy of Hoüel's 'Essai' of 1863 having come by chance into the hands of a young architect of Temesvar in Hungary, this youth (Frans Schmidt), desirous of continuing his mathematical studies wrote for connsel to Hoüel. Hoüel had answered helpfully, and later implored the aid of Schmidt to procure Bolyai's work, and besought Schmidt to collect what materials he could for a biography. This Schmidt did, and his article on Grunert's Archiv, 1868,
nained, antil my own researches and my journey to Hungary, the only source information on these wonderful Magyars. Schmidt succeeded in procuring for auiel two copies of Bolyai's work. One Hoüel proceeded to translate himself; - other he sent to Battaglini, asking him to make known in Italy this wonderI idea. This he did by an Italian translation. Thus to Hoüel belongs a per:lly definite and permanent place in the final history of human thought.

Much else he did; so much that I could not attempt to enumerate it in - brief space at my disposal here. Fortunately it has been most sympathetiIly done by M. G. Brunel in a book of 78 pages most obligingly furnished me r Hoüel's son-in-law, Monsieur H. Barckhausen.
M. Branel cites on page 34 my Bibliography of Hyper-Space and Nonaclidean Geometry (1878), and also that published at Kiev in 1880 by ashtchenko-Zaharchenko, but omits to state that this latter was simply a reint of mine with slight additions, as is also that given at the end of the Kazan lition of Lobachévski's Works, 1886. Some grotesque effects are produced by printing or attempting to reprint my English. Thus under P. G. Tait the title the work is given as follows: "Mentions Hyper-Space in his Address - Pres. of Math. Sect. of Brit. Assoc. at Edinbyrgh." Under G. P. Young we ad "The relation which can be proved to subsist between the Area of a Plane riangle and the Sum of the Hypothesis that Euclid's twelfth Axiom is false." must take it, from this extraordinary summation of a hypothesis, that English nearly as difficult as Russian, though neither can for one instant compete with le Magyar.

In his personal character Hoüel reached that perfection which he has done , much to introduce into the foundations of Geometry.

\title{
NON-TUCLIDEAN GEOMETRY: HISTORICAL AND EXPOSITORY.
}

\author{
- GEOREE BRUCE HALSTED, A. M. (Princeton); Ph. D. (Johns Hoplins); Member of the London Mathematioal Society; and Profestor of Mathematies in the Univeraity of Texas, Austin, Texas.
}
[Continued from March Number.]
Proposition XXVI. If the aforesaid \(A X, B X\) (fig. 31.) must indeed meet ch other, but only at their infinite production toward the parts of the point \(X: I\) \(y\) there will be no assignable point \(T\) in \(A B\), from which a perpendicular erected wards the parts of \(A X\) does not at a finite or terminated distance meet this \(A X\) in me point \(F\).

Demonstratur. For (from the preceding hypothesis) there will be in \(A X\)
some point \(N\), from which the perpendicular \(N K\) lot fall to \(B X\) is less th masigned length, as euppoee this TB.

But then is mssumed in TB \& portion CB equal to \(N K\), and \(C N\) io joined. In the hypothesis of acate angle it is known that the angle NCB will be acate. Therefore (from Eu. I. 13) NCT, which is the adjacent angle, will be obtute.

Therefore the gtraight which is erected toward the parts of \(A X\) perpendicularly from the point \(T\) (diaposed between the points \(A\) and \(C\) ), does not meot (from Ki. I. 17) CN at any point;

Fig. 81. and therefore (lest it should enclose a space with \(A T\), or with \(T C\) ) it etri terminated \(A N\) in some point \(F\).

Therefore even in the hypothesis of acute angle (which we know \(c\) alone hinder) there will be in thia \(A B\) no astignable point \(T_{1}\) from the perpendicalar erected toward the parts of \(A X\) duea not, at a fizite or 1 ated distance, meet this \(A X\) in a certain point \(F\). Qnod ete.

Coroljary I. But thence followe, that, point \(M\) being assumed produced, from which towards the parts of the point \(X\) is erecter a perpen\(M Z\), this cannot, even if infinitely produced, meet the aforesaid \(A X ; t\) otherwise that other atraight \(B X\) must (from the foregoing demonstration finite distance meet this \(A X\); which is against the present bypothesis.

Corollary II. From which again follow, that every perpent erected from any point, but not however infinitely removed, of this \(A B \mathrm{p}\) n indefinitely, must at a finite distance meet the aforesaid \(A X\), as moon as in is assamed that every such perpendicular ever more, without any certain approachee the other ever produced straight \(A X\).

Corollary III. Whence finally followe, that not even at its infini duction can \(B X\) be cut by that \(A X\); becanse otberwise from any point of \(t\) beyond the aforesaid intersection a certain perpendicular \(Z M\) could be on let fall to \(A B\) •produced; whence again would follow, that \(B X\) (against th ent hypothesis) met the aforesaid \(A X\) not at an infinite, bot wholly at ; distance.

But this lest dictum is beyond necessity.
[Saccheri here handles a point at infinity, or figurative point, as if \& proper point. Upon the extent to which he realized this to be unallowal penda hia real mental attitude toward the non-Euclidean geometriea he \(h\) covered. Did he intend his work to anggest what he would not have \(b\) lowed to print ?]

\section*{\(\triangle\) PIM:OD FOR DEVBLOPLTG \(\cos ^{n} \theta\) ANB \(\min ^{n} \theta\).}

\section*{}

De Morgas in his Calculus gives a method for expanding \(\cos ^{n} \theta\) end \(\sin ^{n} \theta\) \(n\) is an integer which I have not noticed in any of our American works on trabject. As it leads to an easy method for integrating such expressions as
\[
\int \cos ^{n} \theta d \theta, \int \sin ^{n} \theta d \theta,
\]
- I have thought it might be of interest to some of the readers of the Montric. The method is a follows:
\(10=\frac{\sigma^{\circ}+t^{-1}}{2}\). Let \(\theta^{n}=x\), then \(c^{-10}=\frac{1}{x}\), and \(\cos \theta=\frac{1}{2}\left(x+\frac{1}{x}\right)\)
\[
\left.\sin ^{n}=x^{n} \text {, then } \sigma^{-x n}=\frac{1}{x^{n}}, \operatorname{cosen} \theta=\frac{1}{x^{n}}+\frac{1}{x^{n}}\right) \text {. }
\]

Then from (1) \(\cos ^{n} \theta=\frac{1}{2^{n-2}}\left[1\left(x^{n}+\frac{1}{x^{n}}\right)+n^{2}\left(x^{n-2}+\frac{1}{x^{n-2}}\right)\right.\)
\[
\begin{aligned}
\frac{n(n-1)}{2}\left(x^{n-4}+\right. & \left.\frac{1}{2^{n-4}}\right) \cdots \cdots \\
& =\frac{1}{2^{n-1}}\left[\cos n \theta+n \cos (n-2) \theta+\frac{n(n-1)}{2} \cos (n-4) \theta+\ldots \ldots\right.
\end{aligned}
\]

If \(a\) be an oven number \(=2 m\), there will be \(2 m+1\) terms in the developmt, which will give \(m\) cosines, namely, those of \(2 m \theta t, 2(m-1) 6 \ldots .\). down to , and an additional term which will not contain \(\theta\), the value of which is \(\underline{m(2 m-1) \ldots \ldots m+1} \frac{\mid m}{m}\). But if \(n\) be odd, and \(=2 m+1\), then there are +2 terms giving \(m+1\) cosines, namely, those of \((2 m+1) \theta,(2 m-1) \theta \ldots . .\). wn to \(\theta\), with no middle term. Thus we have
\[
\cos \theta=11_{3}(\cos 6 \theta+6 \cos 4 \theta+15 \cos 2 \theta+10) .
\]

Also \(\cos ^{2} \theta={ }_{1}^{1}(\cos 7 \theta+7 \cos 5 \theta+21 \cos 3 \theta+35 \cos \theta)\).
Whance \(\int \cos ^{2} \theta d \theta=x l_{3} \sin 7 \theta+\frac{5}{2} \sin 5 \theta+\sin ^{2} \sin 3 \theta+\frac{1}{2} t \sin \theta\).

The advantage of this method will be still more apparent by integra \(\cos ^{3} 3 \theta \cos \theta d \theta\). Here \(\cos ^{8} 3 \theta=1\left(x^{8}+x^{-8}\right)^{3}=1\left(x^{9}+x^{-9}\right)+3\left(x^{8}+x^{-8}\right)\).
. Multiplying this by \(\frac{1}{2}\left(x+x^{-1}\right)\) we at once have
\[
\cos ^{3} 3 \theta \cos \theta=t \cos 10 \theta+t \cos 8 \theta+\frac{1}{2} \cos 4 \theta+\frac{1}{2} \cos 2 H \text {. }
\]

It will be noticed that this form is well adapted for substituting value limits of integration. For instance if the inferior limit be 0 , and the sape
 \(\mathrm{T}^{3} 6 \sin 2 \theta=3^{3} \frac{y^{3}}{} y^{\prime} 3\).
\(\therefore \int_{0}^{\mathrm{l} \pi} \cos ^{3} 3 \theta \cos \theta d \theta=\frac{81}{84^{2} \sigma} V^{\prime} 3\).
The reader will have no difficulty in applying the same method to der \(\sin ^{n} \theta\) and then for integrating \(\sin ^{n} \theta d \theta\).

It will be observed that when we put \(\cos \theta=\frac{1}{2}\left(x+\frac{1}{x}\right)\) we do not eacap impossible; for this is as much an impossible form as \(\cos \theta=\frac{1}{2}\left(e^{6}+e^{-4}\right.\) \(x+\frac{1}{x}\) can never be less than 2 , and \(2 \cos \theta\) can never be greuter than 2.

\section*{CONCERNING CONICS THROUGH FOUR POINTS.}

By EDGAR H. JOHisinif, Professor of Mathematics, Emory College, Oxford, Georgia

The equation of the conic through \(a_{1} b_{1}, a_{2} b_{2}, a_{3} b_{3}, a_{4} b_{4}\), and a point \(x_{1} y_{1}\) is
\[
\left|\begin{array}{llllll}
x^{2} & x y & y^{2} & x & y & 1 \\
x_{1}^{2} & x_{1} y_{1} & y_{1} & x_{1} & y_{1} & 1 \\
a_{1}^{2} & a_{1} b_{1} & b_{1}^{2} & a_{1} & b_{1} & 1 \\
a_{2}^{2} & a_{2} b_{2} & b_{2}^{2} & a_{2} & b_{2} & 1 \\
a_{3}^{2} & a_{3} b_{3} & b_{3}^{2} & a_{3} & b_{3} & 1 \\
a_{4}^{2} & a_{4} b_{4} & b_{4}^{2} & a_{4} & b_{4} & 1
\end{array}\right|=0,
\]
or \(A x^{2}+2 B x y+C y^{2}+2 F x+2 G y+H=0\), where the coefficients \(A, B, C, \ldots\) are of the second degree in \(x_{1}\) and \(y_{1}\). The conic is an ellipse, parabola, \(o\)

\footnotetext{
- Professor Waldo first called my attention to this easy method for integrating this pas expression.
}
rebola according at \(A C-B^{*}\) is greater than, equal to, or less than zero. hrough every point of the curve \(A C-B^{z}=0\) ( \(x_{1}\) and \(y_{t}\) being now general codinates) may be drawn a parabola also passing through the four given points. sw it is known that through four point two parabolas can be drawn, the paraLe being real or imeginary according as one of the four points does not or does - in the triangle formed by the other three. (See Balmon's Conic Sections, E-153, ex. 1; or C. Bmith's Conic Sections, pages 233-4).

Sinoe through every point of each of theee two parabolas, a parabola pass5 through the four given points is possible, the curve \(A C-B^{2}=0\), of the fourth Eree, decomposes into these eame two parabolas.

Since \(A C-B^{3}\) changes aign when a point crobses the curve, we have deFmined the locus of those pointe which with the four given pointe determine an lipee (or hyperbole). The curve divides the plane into regions of two kinds, see for which \(A C-B^{2}\) is positive, and those for which \(A C-B^{2}\) is negative. - ery point in a region of the first kind determines with the four given pointe an lipse; every point of the second kind determines likewise an hyperbola. The sinte within the region enclosed by the two parabolas determine hyperbolnt, tere the four pointa determine \& pair of etraight lines, mesing throogh this region, and for a pair of straight mes \(A C-B^{\mathbf{4}}<0\). Pointa in the regions marked \(H\) mee figure) determine with the four points of intersecon of parabolas conice which are hyperbolas ; points a the regions marked \(E\) determine likewise ellipses. - particular case of special intereat arises when the wor points become two pairs of coincident points, and be system becomes that of conics tangent to two giv-
 e lipes at given pointe. It is easy to show that the two parabolas become coinident. \(A C^{4}-B^{2}\) ie then a aquare and cannot change sign. The two tangents onatitute one conic of the system and for the present purpose a pair of straight ines is a hyperbola. Hence all conics of the system, with the exceptions of the marabola and the pair of tangent lines, are hyperbolas.

In the above we have supposed points and conics to be real. It is easy to et that the condition for the passing of a real ellipse through four distinct real ointa is the same as for a real hyperbola. A real parabola can always be drawn urough four real points not in the game straight line.

\title{
INTEGRAL SIDES OF RIGHT TRIANGLES.
}

\author{
By M. A. GRUBER, A. M., Wer Dopartimet, Wachlagton, D. O.
}
\[
a^{2}+b^{2}=c^{3} .
\]

\section*{Problem I. To find integral sides of right triangles.}

Rule 1. Take two integers, both odd or both even. It the sum of their squem equals the hypotenuse, or \(c\); \(/ \mathrm{l}\) the difference of their squares equale one of the lege, och and their product equals the other leg, or \(a\).

Rule 2. Take any two integers. The sum of their squares equals the hypotenomer \(c\); the difference of their squares equals one of the legs, or \(b\); and twice thair prodect equals the other leg, or \(a\).

Rule s. If prime integral sides are desired, the integers choeen must be primest each other; in Rule 1, both odd ; and in Rule 2, one odd and the other even.

Note. Rules 1 and 2 hold good also for fractional values. These rules are dedeat from the two formulas mentioned in Problem II, and, to avoid repetition, are not discemel in this problem.

Problem II. Given one of the legs of a right triangle of integral sides to \(\mathrm{m} \|\) the other leg and the hypotenuse.

The sides of a right triangle depend upon the equation \(a^{2}+b^{2}=c^{1}\), in which \(a\) and \(b\) are the legs and \(c\) the hypotenuse of the triangle.

In the discussion of this problem, \(a\) is taken as the given leg.
When integral equations of the form \(a^{2}+b^{2}=c^{2}\) are considered, the ath of values for \(a, b\). and \(c\) are!divided into two classes: (1) Those having no common factor ; \(a, b\), and \(c\) being prime integral values. (2) Those having a common factor; \(a, b\), and \(c\) being found by multiplying \(a, b\), and \(c\) of the first clea by the highest common factor.

Sets of prime integral values are, therefore, the basis of work.
In right triangles of integral sides, any integer from 3 up may be taken \(\approx\) the value of one of the legs.

There are three kinds of integers to be considered: (1) Odd numbers; (2) Even numbers divisible by 4 ; and (3) Even numbers that are 2 times an odd number.
a may, then, be any one of these three kinds of numbers.
When \(a\) is an odd number, we have the formula
\[
(m n)^{2}+\left(\frac{m^{2}-n^{2}}{2}\right)^{2}=\left(\frac{m^{2}+n^{2}}{2}\right)^{2}
\]
by means of which to find \(b\) and \(c\), so that \(a, b\), and \(c\) have no common factor.
\[
m n=a, \frac{m^{2}-n^{2}}{2}=b, \text { and } \frac{m^{2}+n^{2}}{2}=c .
\]
\(m\) and \(n\) are odd and are prime to each other, and \(m>n\). There are as man
ts of prime integral values of \(a, b\), and \(c a s m\) and \(n\) can be made sets of odd, rime, integral factors, the product of each set of which factors equals a.

When \(a\) is an coen number divisible by 4 , we have the formula (2man \()^{2}+\left(m^{2}-n^{2}\right)^{2}=\left(m^{2}+n^{2}\right)^{2}\), by means of which to find \(b\) and \(c\), so that \(a, b\), ad \(c\) have no common factor. \(2 m n=a, m^{2}-n^{2}=b\), and \(m^{1}+n^{2} \pm c . \quad m\) and \(n\) prime to each other, one being odd, the other even; and \(m>n\). There are many sets of prime integral values of \(a, b\), and \(c\) as \(m\) and \(n\) can be made sets prime integral factors, the product of each set of which factors equals \(\ddagger a\).

When \(a\) is an even number that is 2 timen an odd number, we first find the or sets of values for \(a\) equal to the odd number, and then multiply them by 2.

When a contains odd factors other than itself and unity, or even factors visible by 4, there are other sets of values, in which \(a, b\), and \(c\) have a common ctor. There are as many sets of values of this kind as the sets of prime integ1 values that can be found for the odd factors and the even factors divisible by cantained in \(a\). In this case we first find the sets of prime integral values for ach of the factors and then multiply them by the respective numbers that proeince \(a\).

In problems relating to the integral sides of right triangles, unity and the number itself are considered factors of a number.

For the parpose of bringing out the foregoing statements more clearly to the mind of the reader, we shall present them by way of illustration.

Put \(a=3\), the lowest integer for integral sides of right triangles. Then \(=3=3 \times 1\); whence \(n=3, n=1\). Substituting these values in the formula for Ean odd number, we find \(b=\frac{1}{2}\left(3^{2}-1^{2}\right)=4\), and \(c=1\left(3^{2}+1^{2}\right)=5\). There is but -anen set of values ; viz., 3, 4, 5.

Pat \(n=4\). Then \(2 m=4=2 \times 2 \times 1\); whence \(m=2, n=1\). Substituting These values in the formula for \(a=\) an even number divisible by 4 , we find \(8=2^{2}-1^{2}=3\), and \(c=2^{2}+1^{2}=5\). This set of values, \(4,3,5\), is the same as that Eor \(a=3\), only \(a\) and \(b\) have interchanged values. There is but one set.

Put \(a=12\). Then \(2 m n=12=2 \times 6 \times 1\) and \(2 \times 3 \times 2\). There are, therefore, Ewo sets of prime integral values. To find first set, \(m=6, n=1\). To find second Eet, \(m=3, n=2\). Whence the sets are \(12,35,37\); and \(12,5,13\). But \(12=4 \times 3\) and \(3 \times 4\). Hence there are two other sets of values, each set having a common tector. When \(a=3, b=4, c=5\). When \(a=4, b=3, c=5\). Multiplying these eets by the respective numbers that produce \(a=12\), we obtain the required sets, 12, 16, 20 ; and 12, 9,15 , making in all 4 sets.

Pat \(a=15\). Then \(m n=15=15 \times 1\) and \(5 \times 3\). There are, therefore, two sets of prime integral values : \(15,112,113\); and \(15,8,17\). But as \(15=5 \times 3\) and \(3 \times 5\), there are also two sets of values, each set having a common factor. When \(a=3, b=4, c=5\). When \(a=5, b=12, c=13\). Whence the required sets are 15 , 20,25 ; and \(15,60,65\), -in all 4 sets.

In order to find the number of sets of values that can be formed for \(a=\) an integer, we shall illastrate by taking \(a=60\). Then \(2 m n=60=2 \times 30 \times 1\), \(2 \times 15 \times 2,2 \times 10 \times 3\), and \(2 \times 6 \times 5\). Hence there are 4 sets of prime integral val-
ues. But 60 contains also the foHowing factors that are odd numbers: \(3=3 \times 1\); \(5=5 \times 1\); and \(15=15 \times 1\) and \(5 \times 3\). These give 4 more sets. The factors that are even numbers divisible by 4 , are \(4=2 \times 2 \times 1 ; 12=2 \times 6 \times 1\) and \(2 \times 3 \times 2\); and \(20=2 \times 10 \times 1\) and \(2 \times 5 \times 2\). These give 5 additional sets. Hence for \(a=60\), there are 13 sets of values for integral sides of right triangles.

\section*{A THEOREM ON PRISKOID.}

By P. G. PRHBRIICE, C. E., Pinevillo, Louisiana.
Theorem. To prove that the error of the "end area volume" of any prismoid or solid to which the prismoidal formula applies, is twice the error of the "middle area volume" and on the opposite side of the true result.

Let \(A\) and \(B\) represent the end areas, \(M\) the middle area, and \(l\) the length of the prismoid.

Then the true volume is, \(V=t l(A+4 M+B) \ldots \ldots \ldots \ldots \ldots \ldots . . . .\).
 and the middle area volume is, \(V_{m}=l M \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots .\).

Now (1)-(2) gives error of (2) \(=V-V_{0}=t l(4 M-2 A-2 B) \ldots \ldots \ldots\) (4), and (1)-(3) gives error of (3) \(=V-V_{m}=t l(A+B-2 M) \ldots \ldots \ldots \ldots \ldots\). 5 ).

But (4) is twice (5) with a contrary sign.

\section*{ARITHMETIC.}

Conducted by B. F. FLIEEL, Springfield, Mo. All contribations to this department should be seat to him.
SOLUTIONS OF PROBLEMS.
74. Proposed by JOHM T. Paircimb, Prineipal of Crawfis College, Crawfla Collego, Ohio.

When U.S. bonds are quoted in London at \(108 \ddagger\) and in Philadelphia at 1124, exchange \(\$ 4.89\), gold quoted at 107 , how much more was a \(\$ 1000 \mathrm{U}\). S. bond worth in London than in Philadelphia?

No solution of this problem has been received.
75. Proposed by J. A. CALDEREIMD, M. Se., Profeesor of Mathematios in Curry Univeraity, Pittebert. Poaneylvania.

If 24 men, in 15 days of 12 hours each, dig a trench 800 yards long, 5 yards wide, 6 feet deep for 540 five-cent loaves when flour is \(\$ 8\) a barrel; what is flour worth a barrel when 45 men, working \(5 \frac{1}{2}\) days of ten hours each, dig a trench 125 yards long, 5 yards wide, 8 feet deep for 320 four-cent loaves? Solve by proportion.

Solution by G. B. M. ZERR, A. M., Ph. D., Tuxarkans, Arkansas, and C. A. JOMES, Tarrozce, Miss.
The price of flour is an inverse ratio, hence using the cause and effect process we get at once
\[
\begin{aligned}
& \left\{\begin{array}{r}
24 \\
15 \\
12 \\
540 \\
5
\end{array}\right\}:\left\{\begin{array}{r}
300 \\
5 \\
6 \\
(?)
\end{array}\right\}::\left\{\begin{array}{c}
45 \\
57 \\
10 \\
320 \\
4
\end{array}\right\}:\left\{\begin{array}{r}
125 \\
5 \\
8 \\
8
\end{array}\right\} \\
& \therefore(?)=\frac{24 \times 15 \times 12 \times 540 \times 5 \times 125 \times 5 \times 8 \times 8 \times 3}{300 \times 5 \times 6 \times 45 \times 16 \times 10 \times 320 \times 4}=167 .
\end{aligned}
\]
\(\therefore\) Flour is worth \(\$ 16.87 \$\) per barrel.
76. Proposed by E. W. MORRELL, Profescor of Mathematies in Montpelier Seminary, Montpelier, Vermont.

An eastern nobleman willed his entire estate to his three sons on the condition that the oldest should have one-half, the next one-third, and the youngest one-ninth. His estate, on inventory, was found to consist of 17 elephants. What should be the share of each ?

Soletion by FREDERIC R. HOMEY, Ph. B., Yow Haven, Connecticat, and CRAS. C. CROss, Laytonsville, Mergland.

If the will was obeyed literally the eldest son's share was \(\frac{17}{8}\) elephants ;
 elephants. This would leave \(f_{8}^{7}\) of an elephant.

The following solution would be satisfactory :
We have \(\frac{1}{\frac{1}{2}}+\frac{1}{5}+\frac{1}{1}=12\) as the denominator.
First son receives \(\frac{\frac{1}{17}}{\frac{1}{2}}=\frac{1}{2} \times \frac{1}{7}=\frac{9}{17}\).
Second son receives \(\frac{\frac{1}{3}}{17}=\frac{1}{3} \times 1 \frac{8}{7}=\frac{6}{17}\).
Third son receives \(-\frac{1}{17}-\frac{1}{8} \times \frac{1}{17}=\frac{2}{17}\).
Since the estate consisted of 17 elephants, \(\therefore\) the first son got \(i /\) of \(17=9\) elephants ; and the second son got \({ }_{17}\) of \(17=6\) elephants; and the third son got \(i^{2}\) of \(17=2\) elephants.

Remarke by G. B. M. ZERR, A. M., Ph. D., Texarkana, Arkanges.
As 17 is prime, the elephants should be divided as near the proportion as possible. \(\therefore\) oldest should have 9 , next, 6 , and the youngest, 2 .

\section*{GEOMETRY.}


\section*{80LUTIONS OF PBOBLTHT8.}
 Chacho, Chere, IBfomb

Suppose a circle of unit radius divided at the points \(A, A_{1}, A_{3}, A_{1}, \ldots\). into \(n\) equal parts. [This division cannot in general be affected by gromedr.] Through \(A\) draw the diamater \(O A\) and join \(O\) with \(A_{1}, A_{1}, A_{2}, \ldots A_{\frac{2}{3}}\), whan \(n\) is aupposed to be odd.

Prove that \(O A_{1}-O A_{3}+O A_{3}-O A_{4}+\ldots \ldots \pm O A_{\frac{8-1}{4}}\) every other dinat being affected with the minus sign.



Let \(O A_{3}, O A_{3}, O A_{3}\), etc. \(=a_{1}, a_{8}, a_{3}\), etc.
Now \(O A=2, \angle A O A,=\angle A_{1} O A_{2}=\) etc. \(=\pi / n\).
\[
\therefore O A_{r}=a_{r}=2 \cos (r \pi / n) .
\]
(1) When \(\frac{n-1}{2}\) is even,
\[
\therefore a_{1}+a_{2}+a_{6}+\ldots \ldots+a_{\frac{n-s}{2}}^{2}
\]
\[
=2\left(\cos \frac{\pi}{n}+\cos \frac{3 \pi}{n}+\cos \frac{5 \pi}{n}+\ldots \ldots\right.
\]
\[
\left.+\cos \frac{(n-3) \pi}{2 n}\right)=\sin \frac{(n-1) \pi}{2 n} / \sin \frac{\pi}{n}
\]
\[
=\sin \left(\frac{\pi}{2}-\frac{\pi}{2 n}\right) / \sin \frac{\pi}{n}=1 \cos \frac{\pi}{2 n} \ldots \ldots(1) .
\]

\(a_{8}+a_{4}+a_{8}+\ldots \ldots+a_{\frac{n-1}{2}}=2\left(\cos \frac{2 \pi}{n}+\cos \frac{4 \pi}{n}+\cos \frac{6 \pi}{n}+\ldots \ldots+\cos \frac{(n-1) \pi}{2 \pi}\right.\)
\(=\frac{2 \cos [(n+3) \pi / 4 n] \sin [(n-1) \pi / 4 n]}{\operatorname{sit}(\pi / n)}=\frac{2 \cos [3 \pi+(3 \pi / 4 n)] \sin [t \pi-(\pi / 4 n)]}{\sin (\pi / n)}\)
\(=\frac{[\cos (3 \pi / 4 n)-\sin (3 \pi / 4 n)][\cos (\pi / 4 n)-\sin (\pi / 4 n)]}{\sin (\pi / n)}=\frac{\operatorname{cosg}(\pi / 2 n)-\sin (\pi / n)}{\sin (\pi / w)}\)
\[
=3 \operatorname{cosec} \frac{\pi}{2 n}-1 \ldots \ldots . . . .(2)
\]
\[
\therefore a_{1}-a_{8}+a_{3}-a_{4}+\ldots \ldots+a_{n-2}^{2}-\frac{a_{n-1}}{2}=1
\]
(2) When \(\frac{n-1}{2}\) is odd.
\[
\begin{align*}
& \therefore a_{1}+a_{8}+a_{8}+\ldots \ldots+\frac{a_{n-1}^{2}}{2}=2\left(\cos \frac{\pi}{n}+\cos \frac{3 \pi}{n}+\cos \frac{5 \pi}{n}+\ldots \ldots\right. \\
& \left.\quad+\cos \frac{(n-1) \pi}{2 n}\right)=\sin \frac{(n+1) \pi}{2 n} / \sin \frac{\pi}{n} \\
& \tag{3}
\end{align*}
\]
\[
a_{8}+a_{4}+a_{8}+\ldots \ldots+a_{\frac{n-8}{2}}=2\left(\cos \frac{2 \pi}{n}+\cos \frac{4 \pi}{n}+\cos \frac{6 \pi}{n}+\ldots+\cos \frac{(n-3) \pi}{2 n}\right)
\]
\[
=\frac{2 \cos [(n+1) \pi / 4 n] \sin [(n-3) \pi / 4 n]}{\sin (\pi / n)}=\frac{2 \cos [+\pi+(\pi / 4 n)] \sin [+\pi-(3 \pi / 4 n)]}{\sin (\pi / n)}
\]
\[
+\frac{[\cos (n / 4 n)-\sin (\pi / 4 n)][\cos (3 \pi / 4 n)-\sin (3 \pi / 4 n)]}{\sin (\pi / n)}=\frac{\cos (\pi / 2 n)-\sin (\pi / n)}{\sin (\pi / n)}
\]
\[
\begin{equation*}
\text { sit } \quad=\frac{1}{2} \operatorname{cosec}(\pi / 2 n)-1 \tag{4}
\end{equation*}
\]
\[
\therefore a_{1}-a_{2}+a_{3}-a_{4}+\ldots \ldots-a_{\frac{n-8}{2}}+\frac{a_{n-1}}{2}=1
\]
\[
\therefore O A_{1}-O A_{2}+O A_{3}-O A_{4}+\ldots . \pm O A_{\frac{n-1}{2}}=1
\]

\section*{7. Propoed by wThrive H007ER, A. M., Ph. D., Profeceor of Mathematios and Astrosomy in Ohio , Athens, Olis.}

Prove that the locus of the center of the circle which passes through the vertaz of a parabola and through its intersections with a normal chord is the parabola \(2 y^{2}=a x-a^{2}\), the equation to the given parabola being \(y^{2}=4 a x\).

\section*{Solation by the PROPOsire.}

The circles being \((x-m)^{2}+(y-n)^{2}=r^{2}\)
and passing through the vertex of \(y^{2}=4 a x\)
becomes \(x^{2}-2 m x+y^{2}-2 n y=0\).
Now the extremities of the normal chord being ( \(\left.a t_{1}{ }^{2}, 2 a t_{1}\right),\left(a t_{8}{ }^{2}, 2 a t_{3}\right)\), normal at the former point, we have
\[
\begin{align*}
a^{2} t_{1}^{4}-2 n t t_{1}^{2}+4 a^{2} t_{1}^{2}-4 n a t_{1} & =0  \tag{4}\\
\text { and } a^{2} t_{2}^{4}-2 m t_{8}^{2}+4 a^{2} t_{8}^{2}-4 n a t_{2} & =0 . \tag{5}
\end{align*}
\]

Divide these by \(a t_{1}\), \(a t_{2}\) reapectively, and take one result from the other and divide by \(t_{1}-t_{2}\); then
\[
\begin{equation*}
a\left(t_{1}^{3}+t_{1}^{2} t_{2}+t_{1} t_{2}^{2}\right)=2 m t_{1}-4 a t_{1} \tag{6}
\end{equation*}
\]

Divide (4) by \(a t_{1}\) and take (6) from the reault ; then
\[
\begin{equation*}
a t_{1} t_{2}\left(t_{1}+t_{2}\right)=-4 n \tag{7}
\end{equation*}
\]

But it can be shown that \(t_{1}+t_{2}=-\left(2 / t_{1}\right) \ldots \ldots . .\).
Substituting in (7) and reducing, \(t_{2}=(2 n / a)=-t_{1}-\left(2 / t_{1}\right) \ldots \ldots \ldots\) (9),
which gives \(t_{1}=\frac{-n+\sqrt[v^{\prime}-2 a^{2}]{n}}{a}\).
(10) in (6) gives \(2 n^{2}=a, n-a^{2}\)
the required locus of center of (1).
Also solved by F. M. MoGAW.
[Notz. Solution of Problen 69 will appear in the next isanc. Editor.]

\section*{MECHANICS.}

Condected by B. F. FLIEEL, Spriagtiold, Mo. All contributions to this dopartment should be sent to him.

\title{
SOLUTIONS OF PROBLEMS.
}
44. Proposed by O. W. AFTHONI, M. Sc., Professor of Mathematics, Colambian Univeradty, Wechiation, D. C.

There is a triangle whose sides repulse a center of force within the triangle with an intensity that varies inversely as the distance of the center of force from each point of the sides of the triangle. What the position of equilibrium of the center \(?\)

\section*{Solution by REMRY HEATOA, M. Sc., Atlantic, Iown.}

Put \(p=\) altitude of the triangle upon the side \(a\) as base, \(s=\) distance of center of force from the side \(a, x=\) distance of any point of side \(a\) from the vertex \(B\), \(y=\) distance of any point of the side \(b\) from the vertex \(C\), and \(z=\) distance of any point of the side \(c\) from the vertex \(B\).

The force exerted by any portion \(d x\) of the side \(a\) resolved perpendicular to it, is \(m s d x\) where \(m\) is an arbitrary constant depending on the intensity of the force. The forces exerted by portions \(d y\) and \(d z\) of the sides \(b\) and \(c\) are respectively \(m[8-(b / p) y] d y\) and \(m[s-(c / p) z] d z\). For equilibrium we have
\[
n \int_{0}^{a} s d x+m \int_{0}^{b}\left(s-\frac{p}{b} y\right) d y+m \int_{0}^{c}\left(z-\frac{p}{c} z\right) d z=0 .
\]
\(\therefore(a+b+c) s=\frac{1}{2} p(b+c) . \quad \therefore 8=\frac{p(b+c)}{2(a+b+c)}\).
Hence the distance of the center of force from the side \(a\) is \(\frac{p(b+c)}{2(a+b+c)}\).
In like manner it may be shown that its distance from the side \(b\) is \(\frac{a+c)}{+b+c)}\), and that its distance from the side \(c\) is \(\frac{r(a+b)}{2(a+b+c)}\), when \(q\) and \(r\) are altitudes of the triangle upon the sides \(b\) and re respectively.
Also solved by G. B. M. EERR. His solntion will appear in the next issue.
45. Propoed by H. C. WHITAEER, A. M., Ph. D., Profeneor of Mathematies, Manual Trainang School, ielphia, Ponneylvania.
A fifty-pound cannon-ball is projected vertically upward with a velocity of 300 feet recond. Find the height to which it will rise and the time of flight, assuming the iniesistance of the air on the ball to be 10 pounds and the resistance to vary as the square e velocity.

\author{
Solution by G. B. M. ZERR, A. M., Ph. D., Taxarkana, Arkansas.
}

Let \(h=\) height required, \(t=\) time of ascent, \(t_{1}=\) time of descent, \(T=t+t_{1}=\) : of flight, \(v=\) velocity \(=300\) feet per second. \(W=50\) pounds, \(g=32.2\) feet per nd. \(\mu v^{2}=10\) pounds \(=\frac{1}{6} W\).
\[
\therefore \mu=\frac{W}{5 v^{2}} . \quad \frac{1}{k}=\sqrt{\frac{W}{\mu}}=v_{1} .^{\prime} 5 . \quad \therefore k=\frac{1}{v V^{5}} .
\]

From Bowser's Analytical Mechanics, pages 306-7, we get,
\[
\begin{aligned}
& h=\frac{1}{2 g k^{2}} \log \left(1+k^{2} v^{2}\right), t=\frac{1}{g k} \tan ^{-1} v k . \\
& t_{1}=\frac{1}{g k} \log \left\{\sqrt{1+v^{2} k^{2}}+v k\right\} . \\
& \therefore h=\frac{5 v^{2}}{2 g} \log \left(\frac{f}{8}\right)=1273.9827 \text { feet. } \\
& t=\frac{v v^{\prime} 5}{g} \tan -1 \frac{1}{\sqrt{5}}=8.75931 \text { seconds. } \\
& t_{1}=\frac{v \sqrt{5}}{g} \log \left(\frac{\sqrt{ } 6+1}{\sqrt{5}}\right)=9.03118 \text { seconds. }
\end{aligned}
\]
\[
T=t+t_{t}=17.79049 \text { seconds. }
\]
also solved by HENRY HEATON.


"There was an old woman towed up in a backet
Ninety times as high as the moon." Mother Goov.
Neglecting the resistance of the air, how long did it take the old ledy to go of
 The equation of motion is
1. \(\frac{d^{8} s}{d t^{2}}=-\frac{g r^{8}}{s^{2}}\).
2. \(\left(\frac{d s}{d t}\right)^{2}=\frac{2 g r^{2}}{s}+c\)
where \(d s / d t\) or \(v=0\), when \(S=90 \times 60.3 R\) or \(5427 R\).

Whence \(C=-\frac{2 g r^{2}}{5427 R}\).
3. \(\left(\frac{d s}{d t}\right)^{8}=\frac{2 g r^{2}}{s}-\frac{2 g r^{2}}{5427 r}\) or \(2 g r^{2}\left(\frac{1}{s}-\frac{1}{a}\right)\).
4. \(d t=\sqrt{\frac{a}{2 g r^{2}}} \cdot \frac{s d s}{\sqrt{a 8-s^{2}}}\) solving \(d t\) in (3).
5. \(t=\sqrt{\frac{a}{2 g r^{8}}} \int_{a}^{R} \frac{s d s}{\sqrt{a s-s^{2}}}\) for \(t=0\) when \(s=a\).
6. \(t=\sqrt{\frac{a}{2 g r^{z}}}\left[\left(\sqrt{a s-s^{z}}-\frac{1}{2} \operatorname{avers}-1 \frac{2 s}{a}+C\right)\right]_{a}^{R}\).
7. \(t=\sqrt{\frac{a}{2 g r^{2}}}\left(\sqrt{a R-R^{2}}-\frac{1}{2} \operatorname{avers}^{-1} \frac{2 R}{a}+\frac{\pi a}{2}\right)\) where \(a=5427 R\).
8. \(t=11.35+\) years, by substituting values and reducing.
II. Solution by G. B. M. ZERR, A. M., Ph. D., Texarkana, Arkansas.

Let \(t=\) time, \(R=3963\) miles \(=20924640\) feet \(=\) radius of the earth, \(g\) : feet \(=\) gravity, \(a=90(60 R)=5400 R=\) distance the old woman was tosssd.
\[
\begin{aligned}
& \therefore t=\sqrt{\frac{a}{2 g R^{2}}}\left(\sqrt{a R-R^{2}}-\frac{1}{2} a \text { vers }^{-1} \frac{2 R}{a}+\frac{\pi a}{2}\right) . \\
& t=30 \sqrt{\frac{3}{g R}}\left\{R V \overline{5399}-2700 R \text { vers }^{-1} 7^{\prime} \overline{ } \quad+2700 \pi R\right\} .
\end{aligned}
\]
\(t=355287708.816\) seconds \(=11\) years, 8 months, 7 days, 8 hours, 1 minute, 16 seconds.

Also solved by J. C. CORBIN.
47. Proposed by O. W. AITHEOIT, M. Se., Profencor of Mathematios in Columbian Univeraity, Weehiacton,

What is the focus of the convex surface of a plano-convex lens, index \(\mu\), which will erge parallel monochromatic rays to a given focus, the rays entering the lens on the e side ?

Solution by G. B. M. ZERR, A. M., Ph. D., Texurkam, Arkaneas.
Let \(f=\) the given focal length. \(F=\) the focal length required, \(u\) = distance of origin of ray from lense,
\(r, s\), the radii of the first and second surfaces of the lense respectively,
\(t=\) the thickness, and regard all distances as measured from the posterior ice.

Then we have for for a double convex lense,
\[
\frac{1}{\frac{1}{f}+\frac{\mu-1}{s}}-\frac{1}{\frac{1}{u}-\frac{\mu-1}{r}}=\frac{t}{\mu} .
\]

Parkinson's Optics, Art. 100, Cor. I, page 91).
Let \(u=r=\infty\).
\[
\begin{equation*}
\therefore \frac{1}{\frac{1}{f}+\frac{\mu-1}{s}}=\frac{t}{\mu} \tag{1}
\end{equation*}
\]

This is the plano-convex lense with light incident upon plane surface.
Write \(F\) for \(f\), and let \(s=u=\infty\).
\[
\begin{equation*}
\therefore \frac{1}{\frac{1}{F}}+\frac{.1}{\frac{\mu-1}{r}}=\frac{t}{\mu} \tag{2}
\end{equation*}
\]

This is the plano-convex lense with light incident upon the convex surSince we are using the same lense, \(r=8\).
\[
\therefore r=z=\frac{(\mu-1) f t}{\mu f-t}, \text { from }(1) .
\]

This value of \(r\) in (2) gives, \(F=-\frac{t^{2}(\mu-1)}{(\mu f-t)^{2}}\).
\(\therefore F\) is found independent of the radius of convexity.

\section*{48. Proposed by G. B. M. ERRE, A. M., Ph. D., Texarkase, Artamaes.}

Two equal heavy rings connected by a string passing over a peg at the focus of a conic section will be in equilibrium at all points on the curve.

\section*{Solution by O. W. AFTHOMT, M. So., Profeceor of Mathematios, Columbian Uaiverity, Wechington D. C.}

An evident property of any curve which will be a curve of equilibrinm for lwo weights thus attached is that the tension along the string shall be the same, wherever the weights are placed upon the curve. If this were not so, by altering the position of one of them, by changing the length of the string, the teasion would be changed and the other wonld no longer be in equilibrium.

Call \(T\) the tension, \(W\) the weight, \(\phi\) the angle which the curve maker with the horizontal, and \(\theta\) the angle which the string makes.

Resolving along the curve,
\[
\begin{aligned}
& W \cos \phi-T \cos (\theta-\phi)=0 . \\
& \frac{\cos (\theta-\phi)}{\cos \phi}=\frac{W}{T}=k .
\end{aligned}
\]
\(\therefore \cos \theta+\sin 6 \tan \phi=k\).
\[
\begin{array}{r}
\frac{x}{\sqrt{x^{2}+y^{2}}}+\frac{y}{\sqrt{x^{2}+y^{2}}} \cdot \frac{d y}{d x}=k . \quad \frac{x d x+y d y}{l^{\prime}}=k d x . \\
\left(x^{2}+y^{2}+y^{2}\right. \\
=k x+c . \quad x^{2}\left(1-k^{2}\right)+y^{2}-2 k c x=c^{2} .
\end{array}
\]

This is the equation of a conic with the origin at the focus.
\[
k=e+c=a\left(1-e^{2}\right) .
\]

The above investigation refers to the case in which the tension is simply constant. The string may be attached to the fixed point.

If the string be now considered passing around the focus to the curre again and a weight \(W\) attached there also, the tension will be doubled.

Then \(k=W / 2 T\).
If \(W=2 T\), or \(T=\frac{1}{2} W\), the equation becomes \(y^{2}-2 c x=c^{2}\), a parabola.
If \(W>2 T\), or \(T<\frac{1}{} W\), the curve is an hyperbola.
If \(W<2 T\), or \(T>\frac{1}{i} W\), the curve is an ellipse.
The above may be put in the following form :
In a parabola the tension is equal to half one of the equal weights; in an hyperbola it is less than half of the weight ; and in an ellipse it is greater than the same.

\section*{aVERAGE AND PROBABILITY.}


\section*{80LUTIONS OF PROBLEIS.}

\section*{}

In a ciscle whoee radius is \(a\), chords are drawn through a point distant \(b\) from the er. What is the average length of such chords, (1), if a chord ia drawn from every \(t\) of the circumference, and (2), if they are drawn through the point at equal angular ralas \({ }^{\text {? }}\)

\section*{}

Let \(A C=C F=a, C D=b, \angle F D A=\theta, \angle F C A=\phi, \tan \theta=-\) 沓.

The equation to the circie is, \(x^{y}+y^{2}=a^{2}\)
From (1) and (3) we easily get \(E F=2 \sqrt{a^{2}-\frac{m^{2} b^{2}}{1+m^{2}}}\),
\(\therefore E F=2 \sqrt{a^{2}-b^{2} \sin \theta}, \quad\) But \(\sin \theta=\frac{a \sin \varphi}{v^{\prime} \overline{a^{2}+b^{2}+\overline{2}} \overline{a h o o s} \phi}\).
\(\therefore E F=\frac{2\left(a^{2}+a b \cos \varphi\right)}{\sqrt{a^{2}+b^{2}+2} \bar{a} b \cos \varphi}=\frac{2\left(a^{*}+a b-2 a b \sin ^{2} \frac{1}{}(\phi)\right.}{v^{\left.(a+b)^{2}-4 a b \sin ^{2} \phi\right)}}\),
The limits of \(\phi\) for \(b>a\), are 0 and \(\pi+\sin ^{-1}(\pi / b)=2 \beta\).
The limits of \(\varphi\) for \(b<a\), are 0 and \(\frac{1}{2} \pi+\sin ^{-1}(b / a)=25\).
The limits of \(\#\) for \(b>a\), are 0 and \(\sin ^{-1}(a / b)==f\).
The limite of \(\#\) for \(b<a\), are 0 and \(\$ \pi\).
Let \(J\) and \(J_{1}\) be the average lengths required.
\(\therefore \Delta=\int E F d s / \int d s=\int E F d \rho / \int d \phi\),
\(\int E F d \theta / \int d \theta\)
I. Let \(\frac{4 a b}{(a+b)^{2}}=c^{3}\), and \(\$ p=\gamma\).
\(\therefore d \varphi=2 d \gamma\).

\[
\begin{aligned}
& \text { Then } E F=\frac{2\left(a^{2}+a b-2 a b \sin ^{2} \gamma\right)}{(a+b) \sqrt{1-b^{2} \sin ^{2} \gamma}} . \\
& \therefore E F=\frac{2 a}{\sqrt{1-e^{2} \sin ^{2} \gamma}}+\frac{2}{e \varphi^{\prime} \overline{a b}} V^{\prime} \overline{1-e^{2} \sin ^{2} \gamma}-\frac{2}{e V \overline{a b} \sqrt{1-e^{2} \sin ^{2} \gamma}} . \\
& \therefore \int E F d \gamma=\frac{2}{c \sqrt{a} \bar{b}}\left\{\left(a e_{V} \overline{a b}-1\right) F(e, \gamma)+E(e, \gamma)\right\} . \\
& \therefore J=\frac{2}{\beta_{\varepsilon} \sqrt{a b}}\left\{\left(a \varepsilon_{V} \overline{a b}-1\right) F_{0}^{\beta}(e, \gamma)+E_{0}^{\beta}(e, \gamma)\right\}, b>a . \\
& \Delta=\frac{2}{\delta e_{1}, \overline{a b}}\left\{\left(a e_{1} / \overline{a b}-1\right) F_{0}^{\delta}(e, \gamma)+E_{0}^{\delta}(e, \gamma)\right\}, b<a . \\
& \text { II. } \Delta_{1}=2 \int_{0}^{\theta^{0}} \sqrt{a^{2}-b^{2} \sin ^{2} \theta} d \theta / \int_{0}^{0} d \theta=\frac{2}{\theta^{\prime}} \int_{0}^{a} \sqrt{a^{2}-b^{2} \sin ^{2} \theta d H} \text {. } \\
& \text { Let } \theta=\frac{1}{2} \pi+\lambda . \quad \therefore \boldsymbol{\theta}^{\prime}-\frac{1}{1} \pi=\lambda \text { to }-\frac{1}{2} \pi=\lambda \text {. } \\
& \therefore J_{1}=\frac{2}{\theta^{0}} \int_{-1 \pi}^{\theta^{0}-1 \pi} \overline{a^{2}-b^{2} \cos ^{2} \lambda} d \lambda=\frac{2}{\theta^{\prime}} \int_{-1 \pi}^{\theta^{0}-i \pi} \sqrt{b^{2} \sin ^{2} \lambda-\left(b^{2}-a^{2}\right)} d \lambda \\
& =\frac{2 \sqrt{ }\left(b^{2}-a^{2}\right)}{\theta^{\prime}} \int_{-i r}^{0-1 r} \sqrt{\frac{b^{2}}{b^{2}-a^{2}} \sin ^{2} \lambda-1} d \lambda \\
& =\frac{2 y^{\prime}\left(b^{2}-a^{2}\right)}{H^{\prime}} H_{-i=}^{0 \prime-k x}\left(\frac{b}{\sqrt{b^{2}-a^{2}}}, \lambda\right), b>a . \\
& \Delta_{1}=2 \int_{0}^{4 \pi} \sqrt{a^{2}-b^{2} \sin ^{2} \theta} d H / \int_{0}^{i \pi} d t=\frac{4 a}{\pi} E_{0}^{4 \pi}\left(\frac{b}{a}, \theta\right), b<a .
\end{aligned}
\]
45. Proposed by J. O. WHwinis, Boston, Masachusetts.

At the end of the fifth inning the base ball score stands 7 to 9 . What is the probsbility of winning for either team?

\section*{Solation by J. sorisfriz, A. M., Hagerstown, Maryland.}

From the stated score we are able to estimate the respective skill of the two teams, and their respective probabilities of winning the game.

The respective probabilities are \(I_{18}\) and \(\frac{18}{18}\). We have now to find the probabilities of either team winning at least 3 games out of 4, granting, of course, 9
lings to be played. These probabilities are respectfully, \(\left(\mathrm{T}^{1} \mathrm{r}\right)^{4}+4\left(\mathrm{~T}^{7} \mathrm{C}\right)^{2} \cdot \mathrm{i}^{0} \mathrm{f}\)

46. Prepeed by J. A. OATDEP:BAD, M. 8e., Profoceor of Mathematies in Curry Oaiveraty, Fitebburs, mylvaia.

Four men starting from random points on the circumference of a circular field and veling at different rates, take random straight courses across it ; find the chance that at st two of them will meet.

Professor Heaton says: "If the men are considered points the chance is - [A possible though difficult problem could be made of this one by using inad of men segments of straight lines moving along random secants of a circle, I velocity of the segments all being different. Editor.]

\section*{47. Prepmed by hitri insatom, M. 8e., Atlantic, Iown}

What is the average length of the chords that mas be drawn from one extremity of major axis of an ellipse to every point of the curve?

\section*{Solution by the PROPOBER.}

The length of a single chord is
\[
\left[(a-x)^{2}+y^{2}\right]^{4}=(1 / a)\left[a^{2}\left(a^{2}-x^{2}\right)+b^{2}\left(a^{2}-x^{2}\right)\right]^{4} .
\]

Put \(S=\) distance around the ollipse. Then the required average is \(A=\)
\(\frac{1}{3} \int_{0}^{18}\left[a^{2}(a-x)^{2}-b^{2}\left(a^{2}-x^{2}\right)\right]^{4} d S=\)
\[
\begin{aligned}
& \frac{2}{a^{2} S} \int_{-a}^{+a} \frac{\left[a^{2}(a--x)^{2}+b^{2}\left(a^{2}-x^{2}\right)\right]^{4}\left[a^{2}\left(a^{2}-x^{2}\right)+b^{2} x^{2}\right]^{4} d x}{\left(a^{2}-x^{2}\right)^{4}}= \\
& \frac{2}{a^{2} S} \int_{-a}^{+a\left[a\left(a^{2}+b^{2}\right)-\left(a^{2}-b^{2}\right) x\right]^{4}\left[a^{4}-\left(a^{2}-b^{2}\right) x^{2}\right]^{4} d x}(a+x)^{4}
\end{aligned}
\]

This is readily reducible to elliptic functions of the first and second order, \(t\) the expressions I have been able to obtain are involved radicals.
Aleo sotved by G. B. M. EERR and J. F. BCHEFFER.

\section*{NOTE ON PROBLEM 39I}

BY LEWIS NEIKIRK, BOULDER, COIORADO.
The man starts at 0 moving in a perfectly random manner. After \(t\) secis suppose him at \(P\) and that during the next instant \(d t\) he travels through \(d s\) \(m\) at an angle \(\theta\) with the line \(O P\). Let \(P M=d_{r}=d s \cos \theta=v \cos \theta d l\), since \(d s=\)
- He will escape from the desert if \(\int d r>R\) (the radius) the limits of inte-
gration being those which correspond to 0 and \(T\) of \(t\); that is, if \(\int_{0}^{T} v \cos \theta d t>R\). But this integral depends upon two independent variables. Indeed, \(\boldsymbol{\theta}\), being wholly discontinuous from point to point according to the conditions of the problem, can not be considered a variable at all. If however, we assume \(\theta\) constant (i. \(e\). if the "perfectly random" motion of the problem means motion in a logar. ithmic spiral) then the condition above reduces to \(v T \cos H>R\); or \(\theta^{\prime} \cos ^{-1}(R / v T\), agreeing with Professor Anthony.

\section*{NOTE ON PROBLEM 39.}
by J. burkett webb, c. e., profesbor of mathematics and mechanics, gTEVENS INBTITUTE OF TECHNOLOGY, HOBOKEN, NEW JKRBEY.
It seems to me that every such problem should have a complete and intelligible physical idea behind it, and further that a solution should be a development of the physical ideas of the problem, mathematics being simply the gram. matical language of physics.

If Professor Anthony has a complete idea in the problem it is not intelligible to me and so it may be best to state the difficulties which appear to me.

It is to be inferred from the solution that the "perfectly random manner" means that the path consists of differential elements of equal length and all potsible directions arranged in a chance succession.

If so the man will never reach the edge of the desert, or, stated otherwise, he will have but one chance in an infinite number of doing so.

In the solution the rate of approach to the circumference is spoken of; in random movements there would be no such rate except as the average of actual rates and this is not the use made of it.

The solution also supposes the man at each instant to go within the angld \(M P K\), but this he does not need to do to get off in the time; so the deduced chance seems not to follow.

In fact the chance \(C=\) etc., is the answer to a different problem, as I see the matter, namely : Of all logarithmic spirals joining the center and circumference, having their origins at the center of the circle and differing from each other by equal increments of the angle between the radius vector and curve, what is the chance of choosing at random one whose included arc shall be less than \(T v ?\)

To make the problem apply to the case, for which it was I suppose, intended, of a wanderer in a desert I think one of two things will be needed. Either a certain finite length of step, taken at random must be fixed, or a law es tablished to make large changes of direction less likely than small ones.

\section*{PROBLEMS FOR SOLUTION.}

\begin{abstract}
ARITHMETIC.
77. Proposed by F. 8. ELDER, Profecsor of Mathematios, Oklahoma University, Morman, Oklahoma.

For how many seconds must I count the clicking of the rails under a train that the umber of rails counted may be equal to the speed of the train in miles per hour, a rail eing 50 feet long?
\end{abstract}

\section*{78. Proposed by MELSOM 8. RORAY, South Jersey Institate, Bridgetoz, Mow Jersey.}

Solve by pure arithmetic, no algebraic symbols: A Texan farmer owns 5169 cattle; here are 3 times as many horses as cows, plus 569, and 4 times as many cows as sheep, ninus 128; how many has he of each? [From Brooks' Higher Arithmetic.]

\section*{79. Propoced by F. M. PRIEsT, 8t. Lonis, Miscouri.}

How many \(\$ 20\) gold pieces can be put in a room 20 feet long, 18 feet wide, and 9 feet bigh ?

\section*{GEOMETRY.}

\section*{77. Proposed by CERARLES C. CROSS, Laytonsville, Maryland.}

A line is drawn perpendicular to \(B C\), of the triangle \(A B C\), whose sides are \(B C=a\), \(\therefore A=b\), and \(A B=c\), through \(A\) to \(D\), a distance \(d\), ( \(d\) being equal to or greater than \(a+b\) ); rom \(D\) a line is drawn to \(E\), a distance \(e\), ( \(e\) being equal to or greater than \(a+b+c\) ) on \(B C\) xtended. Required the area of the ellipse which is isogonal conjugate to the atraight line \(I E\) with respect to the triangle \(A B C\).

\section*{78. Propowd by J. A. MOORE, Professor of Mathematies, Millsaps College, Jeckeon, Miesienippi.}

Required the number of normals that can be drawn from any point ( \(a, b\) ) to the parsola \(y^{2}=2 p x\).
77. Proposed by JOHI MACIIE, Professor of Mathomatics, Univeraity of Morth Dakota, Onivarsity, with Dakota.

To construct a quadrilateral of given area, the diagonals, one of which is given, cutng each other in given ratios and at a given angle.

\section*{MECHANICS.}
66. Proposed by ALPRED HUME, C. B., D. Se., Profescor of Mathomatios, Univorsity of Misasoippl, utveraty P. O., Misedeaippi.

Three equal heavy spheres, each of weight \(W\), are placed on a rough ground just not ruching each other. A fourth sphere of weight \(n W\) is placed on the top touching 1 three. Show that there is equilibrium if the coefficient of friction between two heres is greater than \(\tan \$ \alpha\), and that between a sphere and the ground is greater than\(n d a n /(n+8)\), where \(\alpha\) is the inclination to the vertical of the straight line joining the inters of the upper and one lower sphere.
66. Proposed by H. C. WHiTAKER, A. M., Ph. D., Profeasor of Mathomaties, Manual Training Sehool, iladelphia, Peansyivania.

> "Hey-diddle-diddle, the cat and the fiddle,
> The cow jumped over the moon."

Taking the weight of the cow to be 600 pounds, the initial resistance of the air to be \(\boldsymbol{J}\) pounds and varying as the square of the velocity, find the initial and final velocities d the times of rising and falling.

\footnotetext{
 anical College of Texas, College 8tation, Terin.

Over the intersection of two inclined planes slides a cord of uniform mass throughout its length. Find the equation to the path described by its center of gravity.
}

\section*{AVERAGE AND PROBABILITY.}

\section*{64. Proposed by Hisiry heatoin, M. Se., Allantic, Iowa.}

A man is at the center of a circle whose diameter is equal to three of his ateps. If each step is taken in a perfectly random direction, what is the probability, (1), that he will step outside the circle at the second step, and, (2), that he will step outaide at the third step?
66. Propoced by G. B. M. XERE, A. M., Ph. D., Toxarkaen, Arkansea.

It has been clear for 15 consecutive days, what is the chance of the 16th day being cloudy?
 Bpringtield, Miscouri.

Find the chance that the center of gravity of a triangle lies inside the triangle formed by three points taken at random within the triangle. [From Williamson's Inkeral Calculun.]

\section*{NOTES.}

NOTE ON MR. BECHER'S ARTICLE IN OCTOBER NUMBER OF MONTHLY.

\author{
bY J. R. Baldwin, davenport, IOWA.
}

In Franklin A. Becher's article for the October number, (Vol: III), I notice he says, "Multiplying an infinite number by another gives us infinity of a higher power, or dividing gives us infinity of a lower power."

How does he reconcile the latter part of this statement with Wallis's expression for the value of \(\pi\),
\[
\left\{\pi=\frac{2.2 .4 .4 .6 \cdot 6.8 .8 \ldots \ldots}{1.3 .3 .5 \cdot 5 \cdot 7.7 .9 \ldots \ldots} ?\right.
\]

In this expression, we have the quotient of two infinite numbers equal to a finite number.

Mr. Lilley's criticism (Monthly, Vol. III., No. 3.) of the solution IV. (Monthly, Vol. II., page 190) is undoubtedly valid, but the statement that "Todhunter failed to produce a direct proof of it" is probably incorrect. The theorem is given by Todhunter (Euclid, page 316) and in a note at the bottom of page 317 he says, "For the history of this theorem see Lady's and Gentlomen's Diary for 1859, page 88." If any, reader of the Monthly has the Diary for that year I should be very much pleased to see the history of this theorem published in the Monthly. Todhunter's proof of the theorem is indirect, bat that does not argue that he was unable to discover a direct proof. I remember that many
years ago when reading Todhunter's Euclid I attempted a direct proof of this theorem but failed. The proof on page 157, Vol. II. of the Monthly is a direct proof and, with the exception of a few mistakes in lettering, seems to be free from objection. A slight simplification may be made by proving the equality of the triaugles \(A D B, B F A\), instead \(A D F, B D F\).

Wu. E. Heal.

\section*{MULTI-DIRECTIONAL GEOMETRY.}

\section*{BY JOHN N. LYLE, PE. D., BENTONVILLE, AREAN8A8.}

The concept plane, rectilineal angle implies that there are straight lines and also, that they are located in different directions.

Hence, no system of plane geometry or of spherical geometry for that matter, is free from assumptions regarding "direction."

In some geometrical systems, however, larger use is made of "direction," both word and thing, than in others. Euclid, by his three geometrical axioms and his three postulates places restriction apon "directional geometry" which cannot be relaxed without endangering these axioms and postulates.

According to the Euclidean genmetry there is but one straight path from the point \(A\) to the point \(B\). That path marks the direction from \(A\) to \(B\). A body moving in this direction on this path approaches \(B\) until \(B\) is reached. A body moving in the opposite direction along the same straight path recedes farther and farther from \(B\).

This is the pure Euclidean doctrine, clear and strong, free from the suspicion even of a hypothetical "point at infinity" where ungeometrical deeds are reported to be done.

According to the Euclidean view, then, there is but one direction from \(A\) to \(B\). According to Olans Henrici's view as given in the Article on Geometry in the Ninth Edition of the Encyclopœeria Britannica there are at least two directions diametrically opposite to each other from \(A\) to \(B\); one direct and finite in length ; the other roundabout via "the point at infinity."

This latter route can hardly be called "air line." Let us notice just one logical difficulty. Every path that reaches \(B\) drawn from \(A\) must be continuous. But a continuous line with two ends \(A\) and \(B\) must be finite. Hence, the hypothesis that a continuous line, infinite in length, can be drawn between two points \(A\) and \(B\) is a flagrant violation of the logical law of Nou-Contradiction. By the way, this logical law is the bed rock on which the reductio ad absurdumb process of reasoning is founded.

Another species under the genus Directional hypothesis is the Multi-Directional hypothesis. According to this hypothesis \(B\) may be so located with respect to \(A\) that myriads of different straight lines may be drawn between the two points. That is, \(B\) is myriads of different directions from \(A\). This result seems to me to be absurd. Hence, for that reason, I would reject it. Many modern mathematicians, however, regard their hypotheses as beyond the reach of reductio ad absurdum method and the fundamental laws of thought.

\section*{EDITORIALS.}

Professor Colaw was called away from home during the greater part of the past month, which fact will explain why his departments have been omitted in this issue.

We are happy to announce that a series of short elementary expository articles on Lie's Transformation Gruups by Dr. E. O. Lovett, Baltimore, Maryland, will begin in the May number.

Professor Ollis Howard Kendall died last week at his home in Philadelphia. Professor Kendall was for a number of years Assistant Professor of Mathematics at the University of Pennsylvania, at the same time that his father occopied the Chair of Mathematics.

\section*{BOOKS ANN PERIODICALS.}

Algebra Reviews. By Edward Rutledge Robbins, Master in Mathematics and Physics, The Lawrenceville School. Paper Back, 44 pages. Cbicago: Ginn \& Co.

The object of this little book is to present the essentials of Elementary Algebra in a form sufficiently complete as to be helpful to teachers and students at the time of review. The exercises are various and well selected. Teachers desiring such a book, will find this one well suited to their needs.
B. F. F.

Thoughts on Religion. By the late George John Romanes, M. A., LL. D., F. R. S., Canon of Westminster. Edited by Charles Gore, M. A., Canon of Westminster. Cloth, gilt top, 184 pages. Price, \$1.25. Chicago: The Open Court Publishing Co.

The value and importance of this work on the thought and conscience of the world canuot be overestimated. Coming as it does from one of the foremost agnostics and acientific thinkers of his time, it comes as a revelation to all classes of readers. In this book can be studied the evolution of a master mind from adhering to the doctrine of agnosticism to that of a full acceptance of the religion of Jesus Christ.
B. F. F.

Darvoin, and After Darwin. An Exposition of the Darwinian Theory and a Discussion of the Post-Darwinian Questions. By George John Romanes, M. A., LL. D., F. R. S., Honorary Fellow of Gonville and Caius College, Cambridge. I. The Darwinian Theory. Second Edition. Cloth, gilt top, xiv and 460 pages. Price, \(\mathbf{8 2 . 0 0}\). Chicago: The Open Court Publishing Co.

The first volume contains ten chapters. Chapter I, Introductory ; Chapter II, Claseification; Chapter III, Morphology; Chapter IV, Embryology; Chapiver V, Paleontology; Chapter VI, Geographical Distribution ; Chapter VII, The Theory of Natural Selection;

Chapter VIII, Evidences of the Theory of Natural Selection; Chapter IX, Criticisms of the Theory of Natural Selection ; Chapter X, The Theory of Sexual Selection, and concluding remarks. A more earnest and convincing argument in favor of the Theory of Evolution has not appeared since Darwin's time. Dr. Romanes' grasp of thought and power of cogent reasoning appears in this volume with telling effect. No one with a fair knowledge of the methods of scientific investigations can fail, after having read this book, to be convinced of the truth of the theory.
B. F. F.

University Algebra. By C. A. Van Velzer and Chas. S. Slichter, Professors in the University of Wisconsin. Pages 732. Madison, Wisconsin: Tracy, Gibbs and Company. 1893.

This book is now too well known to need any commendation from us. The authors are \&ble and progressive teachers and in this text on algebra have introduced several new and valuable features. There are valuable chapters on mathematical induction, theory of limits, derivatives, complex numbers, the rational integral function, special equations, separation of roots, numerical equations, decomposition of rational fractions, graphic representation of equations, and determinants. The convergence and divergence of series is admirably treated. The accurate "historical notes" which are appended to the treatment of many of the topics will be appreciated. Every teacher of algebra has need of this work in his library whether he uses it as a class text-book or not.
J. M. C.

Text-Book of Dymamics. University Tutorial Series. By William Briggs, M. A., F. C. S., F. R. A. S., and G. H. Bryan, M. A. Cloth, 105 pages. Price, 50 cents. Cambridge, England: W. B. Clive. New York Depot: Hinds \& Noble, 4 Cooper Institute.

We called attention in a previous number to the text-book on Hydro-Statica by the same authors. The treatise on Dynamics deserves the same commendation. Due prominence is given to the principles of the subject, and in the solution of problems results are deduced as far as possible from these principles themselves. Worked examples are freely inserted, and hints relating to special difficulties are given where needed. The examples are numerous and practical, the examination papers well selected, and the summary of results after each chapter of special value in reviews. The book may be open to criticism on some minor points, but there are few text-books on this subject which are so well suited to the needs of beginners.
J. M. C.

Theoretical Mechanics: Fluids. By J. Edward Taylor, M. A., B. Sc. 222 pages. Price, 80 cents. London and New York: Longmans, Green \& Co. Although intended to meet the Science and Art Department and London Matriculation requirements, this book may be used successfully in any school where a good textbook of its grade is required. One of the special features of the book is the large number of model examples which are fully worked out. The author believes they serve to fix the subject matter on the mind much more than simply reading over the text. This feature also makes it a valuable book to private students. The text is supplied with numerous graduated examples.
J. M. C.

A Treatics on Elementary Hydrostatics. By John Greaves, M. A. Price, 81.10. 204 pages. Cambridge Press. New York: Macmillan \& Co.

The author aims to treat the subject as fully as possible without using the Calculus, except in alternative proofs when by its aid results are more easily obtained or more concisely expressed. The mathematical element of the book is strong, and the book more advanced than the title and proposed method of treatment would indicate. It is well printed and furnished with sets of carefully selected exercises, while there are many excellent illustrative solutions. The topical index is helpful for ready reference. J. M. C.

Geometry of the Similar Figures and the Plane. By C. W. C. Barlow, M. A., B. Sc., and G. H. Bryan, M. A. Price, 60 cents. 128 pages. Univeruity Tutorial Series. Cambridge : W. B. Clive. New York Depot: Hinds \& Noblo.

This little book contains the Bixth and Eleventh Books of Eucid, together with a summary of Book V., and many important additional propositions and applications relefing to the Geometry of Similar Figures and the Plane. Euclid's order has been clooely followed, while the additional matter is mostly in the form of illustrative examples. The properties of centers of similitude and homologous points are collected in a sapplement at the end of Book VI. In addition to the illustrative examples, numerous exercices for molation follow the propositions on which they depend. The feature of giving many altersetive proofs enables the teacher to make his own choice of methods. It is a very satiefectory book in a useful aeries. J. M. C.

Modern Plane Geometry. By G. Richardson, M. A., and A. B. Ramsay, M. A. Price, \(\$ 1.00 .202\) pages. London and New York: Macmillan \& Co.

This treatise includes chapters on properties of a triangle, quadrangle, and circle, 'harmonic and anharmonic ratio, geometrical maxima and minima, involution, reciprocetion, inversion, and projection. It gires all that is best in the recent geometry on theee subjects and is an excellent introduction to the more advanced books of Oremona and others. In arrangement the sequence of propositions recommended by the Association for the improvement of Geometrical Teaching has been followed. The triangle has been vers fully and satisfactorily treated. The book will serve as an excellent requel to Euclid, and as a means of proceedure from Euclidean Geometry to the higher descriptive Geometry of Conics and of imaginary points.
J. M. C.

Our Notions of Number and Space. By Herbert Nichols, Ph. D., assisted by W. E. Parsons, A. B. 201 pages. Price, \(\$ 1.00\). Ginn \& Company, Boston.

This book is an experimental contribution to the "Genetic Theory of Mind." It aims to trace out the origin and developinent of our present perceptions of number and space from the nature of our past experiences. The experiments were conducted with great care and patience, and the results are worthy of being placed in this permanent and nccessable form. The general survey and summary at the end of the book are helpful and valuable.
J. M. C.

Business Forms, Customs, and Arcounts. By Seymour Eaton. Price of Exercise Manual, 50 cents; price of Book of Forms, \(\mathbf{8 1 . 0 0}\). American Book Company, New York and Chicago.

This manual provides a course of instruction in business which may be used to advantage in schools of all grades where the principles of business are taught. The princtples of double entry bookkeeping are tnught. but the application of principles to the needs of each particular business are left to be learned in that business. The work is planned to encourage original effort. The exercises are drawn largely from actual tranaactiona. The questions are practical and suggestive. The excellent Book of Forms which scoompanies the Exercise Manual will serve to make the teaching of this study both eany and effective.
J. M. U.

Spencerian System of Pennanship: Common School Course. No. 10, "Connected Business Forms;" No. 11, "Double Entry Bookkeeping." Price, 8 cents each. American Book Company, New York and Chicago.

These books afford the pupil exercise in penmanship, and also familiarize him in a practical manner with ordinary business forma.
J. M. C.

Patriotic Citizenship. By Thomas J. Morgan, LL. D. Price, \(\$ 1.00\). 8 pages. American Book Company, New York, Cincinnate, and Chicago. 95.

The method of this book is a catechism of about 140 questions with as many conciee 1 comprehensive answers by the author. The text of the apswers is followed by brief ations from a wide range of authorities chiefly American. Here is found collected rch of the finest literature on the eelected topics, so arranged as to explain and enforce ; text. The book is designed primarily for the public achools following a course in U. 8 . tory, but it is also a good book for the citizen, reading circle, or family. We think the ck lecks some of the helpe, in the way of outline, contents or index, showing the relan of eelected topics to central theme, etc., which would have secured better adaptation ma toaching point of view. The study of this book will give good results in stimuing patriotiam and promoting good citizenship.
J. M. C.

Elementary Lessons in Algebra. By Stewart B. Sabin and Charles D. wry. Price, 50 cents. 128 pages. New York, Cincinnati, and Chicago: rerican Book Company.

This little book was prepared to meet the demand for a text-book exactly suited to roduce the atudy of Algebra into Grammar Schools. The development is inductive, I in arrangement, method, problems and exercises, it is well adapted for its purpose.

> J. M. C.

Elements of Plane Geometry. By John Macnie, A. M., author of "Theory Fquations." Edited by Emerson E. White, A. M., LL. D., author of Vhite's Series of Mathematics." Price, 75 cents. 240 pages. 1895. New rk, Cincinnati, and Chicago : American Book Company.

In this edition the Plane Geometry is bound separately. We reviewed the Plane isolid Geometry as bound together in our issue of June, 1898, and a further examinaa gives us no reason to withdraw the favorable commente made on this book in that nice.
J. M. C.

Inductive Studies in English Grammar. By William R. Harper, Ph. D., esident of the University of Chicago, and Isaac M. Burgess, A. M., Professor the University of Chicago. Cloth, \(12 \mathrm{mo}, 96\) pages. Price, 40 cents. New rrk. Cincinnati, and Chicago: American Book Company.

This book presents in a brief compass a systematic course in English Grammar, th apecial reference to its relation and analogy to other languages. The essential facts the language are briefly and concisely stated, while the terminology and method of sentation are more closely adapted to that used in Latin Grammars. The pupil's owledge is tested by requiring him to pick out concrete examples of its application from ections of connected English, instead of giving rules with classified groupe of examples. e book is scholarly and has many strong points, and is excellently adapted for a review arse in English preparatory to the study of the Ancient or Modern Languages. We beve it will meet with a wider use for this purpose and as supplemental to other gramre than as an independent class-book.
J. M. O.

The Cosmopolitan. An International Illustrated Monthly Magazine. Edd by John Brisben Walker. Price, \(\$ 1.00\) per year in advance. Single copies, cents. Irvington-on-the-Hudson, New York

What is probably the most important discussion of the educational question ever d, has been opened in the April Cosmopolitan. President Gilman of the Johns Hoptiam.

University will follow the introductory article, and the leading educators of the day mill contribute articles upon this most important inquiry: "Does Modern Education Educata, in the Broadest and Most Liberal Sense of the Term?" Those interested in the instrocetion of youth. either as teacher or parent, can not afford to miss this remarkable aymporium, intended to review the mistakes of the nineteenth century, and signalize the entrama of the twentieth by advancing the cause of education. President Dwight of Yale, ProsSchurman of Cornell, Bishop Potter and President Morton are among those who have at ready agreed to contribute to what promises to be the most significant series of educational papers ever printed. The aim is to consider existing methods in the light of the \(\boldsymbol{r}\) quirements of the life of to-day, and this work has never been undertaken on a scale in any degree approaching that outlined for The Cosmopolitan. Write to us for subscriptions.
B. F. F.

The Arena. An Illustrated Monthly Magazine. Edited by John Clarko Redpath and Helen H. Gardner. Price, \$3.00 per year, in advance. 8ingla Number, 25 Cents. Boston: The Arena Co.

The April number of The Arena is fully up to the average. In the opening artich Governor Pingree, Mayor of Detroit, continues the discussion of Municipal Reform bega in the March number by Mayor Quincy, of Boston. Mayor Pingree, in his breesy papa, affirms that "contracts are the centre and almost the entire circumference of municipel government," and that "almost all the bribes of serious influence in municipalities \(\boldsymbol{\omega}\) given for contracts." His remedy is the letting of contracts by referendum, of diruti. popular vote.

Under the title of "Lincoln and the Matson Negroes," Jesse W. Weik details the history of a curious slave case, the records of which he has recently unearthed, in whic Lincoln was concerned, and which was tried in the circuit court in Illinois, in 1847, durias the old fugitive-slave day. None of the numerous biographies of Lincoln makes mentiat of his part in the affair.
B. F. F.

The Review of Reviews. An International Illustrated Monthly Magasine. Edited by Dr. Albert Shaw. Price, \(\$ 2.50\) per year in advance. Single Number, 25 cents. The Review of Reviews Co., 13 Astor Place, New York City.

In the "Progress of the World" department of the April Review of Revieus, the edim comments on the change of administration at Wrshington, on the tarif bill, and othe measures before the extra session of Congress, and on President McKinley's diplomatin appointments ; the Greco-Cretan situation is carefully reviewed, and other recent develop ments in foreign politics are treated with the thoroughness and impartiality to which the Review's readers have grown accustomed.
B. F. F.

\title{
THE \\ AMERICAN MATHEMATICAL MONTHLY.
}

Entered at the Post-office at Springfeld, Missouri, as 8econd-class Mall Matter.
VoL. IV. MAY, \(1897 . \quad\) No. 4.

\section*{DISCUSSION OF MERIT CONTESTS IN COLLEGE EXAMINATIONS BY THE METHOD OF LEAST SQUARES.}

By CHARLES B. EOMMELL, U. 8. Coast and Goodetic Burvey, Washington, D. C.
[A paper read before the Philosophical 8ociety of Washington.]

It is well known that it is customary in schools and colleges to estimate merit on the basis of 100 being perfect. If then a number of students 1 , \(2,3, \ldots \ldots n\) receive from judges \(A, B, C, \ldots \ldots L\) (number \(=m\) ) the estimates of merit \(a_{1}, b_{1}, c_{1}, \ldots \ldots l_{1} ; a_{2}, b_{2}, c_{2}, \ldots \ldots l_{2} ; \ldots .\). respectively, it is required to find from these discrepant data the most probable merit of each stndent as well as the personal error of each judge.

Take the case in which three judges \(A, B, C\), have given estimates of merit to seven students, and let the estimates for the first student be :
\[
a_{1}=87 ; b_{1}=70 ; c_{1}=70 .
\]

Let \(M_{1}=\) true or most probable merit.
\(J a_{1}=\) error of judge \(A\),
\(J b_{1}=\) error of judge \(B\),
\(\Delta c_{1}=\) error of judge \(C\),
then we have undoubtedly,
\[
\begin{aligned}
& M_{1}=\frac{1}{b}\left(a_{1}+b_{1}+c_{1}\right) \pm 0.6745 \sqrt{\frac{\Delta a_{1}^{2}+J b_{1}^{2}+\Delta c_{1}^{2}}{3 \times 2}} \\
&=75.7 \pm 3.82 \text { with weight } p_{1}=1.56 .
\end{aligned}
\]

If there was but this one student, then this would be the final ans the question and the personal errors of the judges must be taken,
\[
\begin{aligned}
& \Delta a_{1}=-11.3, \\
& \Delta b_{1}=+5.7, \\
& \Delta c_{1}=+5.7 .
\end{aligned}
\]

If these same judges give estimates of merit to more than one studes shall have more or less discrepant values of the errors of the judges from a mean personal error may be determined. Now we have the following in ual results for the seven students in the example,
\[
\begin{aligned}
& M_{1}=87-11.3=70+5.7=70+5.7=75.7 \pm 3.82 ; p_{2}=1.56, \\
& M_{8}=92-4.3=76+11.7=95-7.3=87.7 \pm 3.98 ; p_{8}=1.44, \\
& M_{2}=80-11.7=60+8.3=65+3.3=68.3 \pm 4.05 ; p_{2}=1.38, \\
& M_{4}=93-8.3=68+16.7=93-8.3=84.7 \pm 5.62 ; p_{4}=0.71, \\
& M_{6}=85-11.7=67+6.3=68+5.3=73.3 \pm 3.94 ; p_{6}=1.47, \\
& M_{6}=95-7.3=78+9.7=90-2.3=87.7 \pm 3.40 ; p_{6}=1.98, \\
& M_{7}=96-9.0=80+7.0=85+2.0=87.0 \pm 3.19 ; p_{7}=2.24 .
\end{aligned}
\]

In examining these results we notice that judge \(A\) always over-eotin judge \(B\) under-estimates, and that judge \(C\) is the least consistent of the judgen, as can be roughly seen from their ranges, being 7.4 for \(A, 11.0\) for \(E\) 14.0 for \(C\). To determine the personal errors of the judges, the arithr mean of their errors might be taken, but it is more rigorous to take their wei mean, using the above weights, which are reciprocally proportional to the ac of the probable errors. We have thus,
\[
\Delta a=\frac{[p \Delta a]}{[p]} \pm 0.6745 \sqrt{\frac{\left[p \Delta a^{2}\right]-[p] \Delta a^{2}}{[p](n-1)}}
\]
=personal error of judge \(A\), and similarly for the other judges. We then the numerical results :
\[
\begin{aligned}
& \Delta a=-9.0 \pm 0.70 ; P_{a}=1.53 . \\
& \Delta b=+8.7 \pm 0.79 ; P_{b}=1.20 . \\
& \Delta c=+0.4 \pm 1.31 ; P_{c}=0.44 .
\end{aligned}
\]

It is obvious that if we correct the original estimates by these quar the corrected merits by judge \(A\) will be nearest the truth, those of \(B\) will \(b\) best, and those of \(C\) will hardly be improved; hence the merits must be \(r\) mined by the formula,
\(=a_{r}+\Delta a+\Delta^{2} a_{r}=b_{r}+\Delta b+\Delta^{2} b_{r}=c_{r}+\Delta c+\Delta^{2} c_{r}\),
\[
\begin{gathered}
=\frac{P_{a}\left(a_{r}+\Delta a\right)+P_{b}\left(b_{r}+\Delta b\right)+P_{c}\left(c_{r}+\Delta c\right)}{P_{a}+P_{b}+P_{c}} \\
\pm 0.6745 \sqrt{\frac{P_{a}\left(\Delta a^{8}+\Delta^{2} a_{r}^{8}\right)+P_{b}\left(\Delta b^{8}+\Delta^{8} b_{r}^{2}\right)+P_{c}\left(\Delta c^{8}+\Delta^{2} c_{r}^{8}\right)}{\left(P_{a}+P_{b}+P_{c}\right)(3-1)}}
\end{gathered}
\]
ich gives the following numerical results :
\[
\begin{aligned}
& M_{1}=78.0-0.8=78.7-1.5=70.4+6.8=77.2 \pm 4.14 \\
& M_{8}=83.0+2.4=84.7+0.7=95.4-10.0=85.4 \pm 4.33, \\
& M_{3}=71.0-1.7=68.7+0.6=65.4+3.9=69.8 \pm 4.03 \\
& M_{4}=84.0-1.5=76.7+5.8=93.4-10.9=82.5 \pm 4.72, \\
& M_{8}=76.0-1.2=75.7-0.9=68.4+6.4=74.8 \pm 4.12, \\
& M_{6}=86.0+0.9=86.7+0.2=90.4-3.5=86.9 \pm 3.98 \\
& M_{9}=87.0+0.4=88.7-1.3=85.4+2.0=87.4 \pm 3.97
\end{aligned}
\]

These results show, as they should, that the corrected estimates of judge ume nearest to the correct value, \(B^{\prime}\) 's next best, and \(C^{\prime}\) 's hardly improved; \(r\) ranges being \(4.1,7.3\) and 17.7 respectively. We also notice that now conunt 7 has the highest merit while in the first approximation 2 and 6 came out with a tie. The reason for this is that 2 and 6 received very high marks 1 judge \(C\), which have very amall weight in the second approximation. re is an apparent paradox in this, that the best values of the merits have artheless larger probable errors than those of the first approximation. , each of the arithmetic means of the first approximation involves only three rs out of the 27. By correcting the estimates by the personal errors of the es, a secondary effect of the remaining 24 errors is added in each case.

The second approximation, although sufficiently close to the true values however, yet be improved. For we now have more correct actual errors of udges as follows :
\[
\begin{aligned}
& \Delta a_{1}=-9.8 ; \Delta b_{1}=+7.2 ; \Delta c_{1}=+7.2 \\
& \Delta a_{2}=-6.6 ; \Delta b_{2}=+9.4 ; \Delta c_{2}=-9.6 \\
& \Delta a_{8}=-10.7 ; \Delta b_{3}=+9.3 ; \Delta c_{3}=+4.3 \\
& \Delta a_{4}=-10.5 ; \Delta b_{4}=+14.5 ; \Delta c_{4}=-10.5 \\
& \Delta a_{6}=-10.2 ; \Delta b_{6}=+7.8 ; \Delta c_{6}=+6.8 \\
& \Delta a_{6}=-8.1 ; \Delta b_{6}=+8.9 ; \Delta c_{6}=-3.1 \\
& \Delta a_{7}=-8.6 ; \Delta b_{7}=+7.4 ; \Delta c_{7}=+2.4
\end{aligned}
\]

The weighted means of these, weights being given mcoording to their probable errors, will be new values of the personal errora \(\Delta a, \Delta b, \Delta c\) of the judges and applying these we obtain new values for the merits. It is easily seen however that this can only affect the 0.01 and though theoretically speaking an infinite number of approximations is required to obtain the most probable values of the merits we may safely regard the second approximation as sufficient.

\section*{ON THE CIROULAR POINTS AT INFINITY.}

I. The Coordinats Sybtey. In the following discossion, in addition to the naual Cartesion coördinates, homogeneous point and line coördinatas will be used. They sre related to Cartecian coördinates as follows: *


Fig. 1.


Fig. 1'.

In figure
\(1, p_{1}, p_{i}, p_{3}\) are the perpendicular distances of a point \(P\), from the sides of the coorrdinate triangle.
\(1^{\prime}, q_{1}, q_{3}, q_{3}\) are the perpendiculat distances of a line \(Q\) from the vertices of the cuördinate triangle.

The three
point coördinates of \(P\) are expressed \({ }^{\text {a }}\) line coördinates of \(Q\) are expreased as as follows :
\[
\begin{align*}
& \rho x_{3}=p_{1} x_{1}  \tag{1}\\
& \rho x_{3}=p_{4} x_{4}  \tag{1}\\
& \rho x_{3}=p_{*} x_{3}
\end{align*}
\]
follows:
\[
\begin{aligned}
& \sigma u_{1}=q_{3} \lambda_{1} \\
& \sigma u_{3}=q_{8} \lambda_{1} \\
& \sigma v_{1}=q_{3} \lambda_{3}
\end{aligned}
\]

The \(\pi^{\prime} \mathrm{s}\) and \(\lambda^{\prime} \mathrm{s}\) are six constanta which might be chosen at pleasure, but for convenience are chosen in a particuler way.

\footnotetext{

}

In Cartesian
int coordinates the equations of the les of the triangle may be
\[
\begin{align*}
& a_{1} x+b_{1} y+c_{1}=0 \text { for } B C \\
& a_{2} x+b_{2} y+c_{8}=0 \text { for } C A  \tag{2}\\
& a_{3} x+b_{3} y+c_{3}=0 \text { for } A B \tag{2}
\end{align*}
\]
line coordinates the equations of the opposite vertices will be
\[
\begin{aligned}
& A_{1} u+B_{1} v+C_{1}=0 \text { for } A \\
& A_{2} u+B_{2} v+C_{8}=0 \text { for } B \\
& A_{3} u+B_{3} v+C_{3}=0 \text { for } C
\end{aligned}
\]

We have then
\[
\begin{array}{ll}
p_{1}=\frac{a_{1} x+b_{1} y+c_{1}}{l^{\prime} a_{1}^{2}+b_{1}^{2}} & q_{1}=\frac{A_{1} u+B_{1} v+C_{1}}{C_{1} \sqrt{u^{2}+v^{2}}} \\
p_{8}=\frac{a_{8} x+b_{8} y+c_{8}}{\sqrt{a_{8}^{2}+b_{8}^{2}}} & \text { (3) } \\
p_{3}=\frac{a_{8} x+b_{8} y+c_{3}}{v_{8}^{2}+b_{3}^{2}} & q_{8}=\frac{A_{8} u+B_{8} v+C_{8}}{C_{8} v^{\prime} u^{2}+v^{2}}
\end{array}
\]

We choose
\(x_{1}=\sqrt{a_{1}^{2}+b_{1}^{2}}, x_{8}=\sqrt{a_{8}^{2}+b_{8}^{2}}\),
\[
x_{8}=\sqrt{a_{3}{ }^{2}+b_{3}{ }^{2}}
\]
and write
\[
\begin{array}{ll|l} 
& & \begin{array}{l}
\sigma u_{1}=A_{1} u+B_{1} v+C_{1} \\
1
\end{array} \\
& \sigma a_{1} x+b_{1} y+c_{1} \\
& \text { (A) } & A_{2} u+B_{8} v+C_{2} \\
& \sigma u_{3}=A_{3} u+B_{3} v+C_{3}
\end{array}
\]

Solving these equations, and writing \(r\) for ( \(a b c\) ),
\[
\begin{array}{ll}
x=\frac{\rho\left(A_{1} x_{1}+A_{2} x_{2}+A_{8} x_{3}\right)}{r} \\
y=\frac{\rho\left(B_{1} x_{1}+B_{8} x_{2}+B_{3} x_{3}\right)}{r} \\
1=\frac{\rho\left(C_{1} x_{1}+C_{2} x_{2}+C_{3} x_{3}\right.}{r} & v=\frac{\sigma r\left(a_{1} u_{1}+a_{8} u_{8}+a_{3} u_{8}\right.}{r^{2}} \\
& 1=\frac{\sigma r\left(b_{1} u_{1}+b_{8} u_{2}+b_{3} u_{3}\right.}{r^{2}} \\
& 1=\frac{\sigma r\left(c_{1} u_{1}+c_{8} u_{2}+c_{3} u_{3}\right.}{r^{2}}
\end{array}
\]
\[
\begin{align*}
& x=\frac{A_{1} x_{1}+A_{2} x_{2}+A_{3} x_{3}}{C_{1} x_{1}+C_{2} x_{2}+C_{3} x_{3}}  \tag{5}\\
& y=\frac{B_{1} x_{1}+B_{2} x_{2}+B_{3} x_{2}}{C_{1} x_{1}+C_{2} x_{2}+C_{3} x_{3}} \tag{5}
\end{align*}
\]
\[
\lambda_{1}=C_{1}, \lambda_{2}=C_{2}, \lambda_{3}=C_{3}
\]
or
\[
\begin{aligned}
& u-\frac{a_{1} u_{1}+a_{2} u_{2}+a_{3} u_{3}}{c_{1} u_{1}+r_{2} u_{2}+c_{3} u_{3}} \\
& v=\frac{b_{1} u_{1}+b_{2} u_{2}+b_{3} u_{3}}{c_{1} u_{1}+c_{2} c_{2}+c_{3} u_{3}}
\end{aligned}
\]

Upon our choice of the \(x\) 's and \(\lambda\) 's depends the following important alt :
(6)
\[
\rho \sigma\left(u_{1} x_{1}+u_{2} x_{2}+u_{2} x_{3}\right)=r(u x+v y+1) .
\]

Hence \(u_{1} x_{1}+u_{2} x_{2}+u_{3} x_{2}\) vanisnes whenever \(u x+v y+1\) vanishes. \| may note that
(7)
\(C_{1} x_{1}+C_{8} x_{8}+C_{8} x_{3}=0\) is the equation of the line at infinity. It gives the condition that \(x=y=\infty\).
(7) \({ }^{\circ}\)
\(c_{1} u_{1}+c_{8} u_{8}+c_{8} u_{8}=0\), is the equatio of the origin of coördinates. It gin the condition that \(u=0=\infty\).

\section*{II. Ter Circular Points.*}
A. Proof that all circles whatsocver pass through two points at infinity. The equations of any two circles may be written,
\[
\begin{align*}
& x^{2}+y^{2}+2 g x+2 f y+c=0 \\
& x^{2}+y^{2}+2 g^{\prime} x+2 f^{\prime} y+c^{\prime}=0 \tag{8}
\end{align*}
\]

In homogeneous point coördinates,
\[
x=\frac{A_{1} x_{1}+A_{8} x_{8}+A_{8} x_{3}}{C_{1} x_{1}+C_{8} x_{2}+C_{3} x_{3}}=-C^{A}
\]
by (5) and our equations become,
\[
\begin{gather*}
y=\frac{B_{1} x_{1}+B_{2} x_{2}+B_{3} x_{2}}{C_{1} x_{1}+C_{2} x_{2}+C_{3} x_{2}}=\frac{B}{C} . \\
A^{8}+B^{2}+2 g A C+2 f B C+c C^{2}=0 . \\
A^{2}+B^{2}+2 g^{\prime} A C+2 f^{\prime} B C+C^{\prime} C^{2}=0 . \tag{9}
\end{gather*}
\]

The lines passing through their points of intersection are, by subtraction,
\[
\begin{equation*}
C\left[2\left(g-g^{\prime}\right) A+2\left(f-f^{\prime}\right) B+\left(c-c^{\prime}\right) C\right]=0 . \tag{10}
\end{equation*}
\]

Of these the line \(C=0\), is the one that interests us. It is the equation a the line at infinity. The infinite points are found by solving \(C=0\), with the equation of either circle, and thus we find them from \(C=0\), and \(A^{2}+B^{2}=0\) or in Cartesian coördinates from the equation of the line at infinity an \(x^{2}+y^{2}=0\); this would give the same solution always for any two circles ; thers fore every circle passes through two points at infinity.
B. Cartesian equation of the points in line coördinates.

The equations of the points in Cartesian line coördinates may be readil obtained.

\footnotetext{
 Fiedler's Salmon, Analytische Geometrie der Kegelschnitte, 8. 208.
}

As \(x=\frac{A}{C}, y=\frac{B}{C}\), the equation of a point \(u x+y y+1=0\), becomes
\[
A u+B v+C=0 .
\]
\(x+y i=0\), gives for any point on the line
\[
A+B i=0 .
\]

We must then have for one of the points \(A u+B v+C=0\), all true.
\[
A+B i=0
\]
\[
C=0
\]
\[
\text { Hence }\left|\begin{array}{lll}
u & 0 & 1 \\
1 & i & 0 \\
0 & 0 & 1
\end{array}\right|=0, \text { or } u i-v=0 \text {, }
\]
similarly for the other point \(-u i-v=0\).
For the pair we have \(u^{2}+v^{2}=0\).

\section*{C. Cobrdinates of the circular points.}
1. Homogencous rectangular cobrdinates. We saw that we could find the coorrdinates of the circular points by solving the equations of the line at infinity, \(x^{2}+y^{2}=0\). The equation of the line at infinity is \(0 x+0 y+c=0 . x^{2}+y^{2}=\) \((x+y i)(x-y i)=0,2\) pair of imaginary straight lines through the origin. We will find the intersections of a line \(a x+b y+c=0\) with \(x+y i=0\), and \(x-y i=0\).

Solving \(a x+b y=-c\), we get \(x=\frac{-c i}{a i-b}\).
\[
x+y i=0 \quad y=\frac{c}{a i-b} .
\]

Or \(\frac{x}{-i}=\frac{y}{1}=\frac{c}{a i-b}\). If now we introduce a third coördinate \(c\) to make our rectangular coöordinates homogeneous, and consider the ratios of \(x, y\), and \(c\) as coorrdinates, we see that the coördinates of one imaginary circular point are given by \(\quad x: y: c=-i: 1: 0\), and of the other by \(\quad x: y: c=i: 1: 0\).
2. Homogeneous point cö̈ordinates. The coordinates of the circular points however assume a more convenient form when expressed in the general point coödinates. We shall obtain them in proving the following highly intereating proposition :

A circle, with fixed center in the finite region, whose radius becomes in. definitely great, degenerates inlo the two circular points at infinity.

We will obtain the equation of the circle in homogeneous line coördinates. We express that a line \(u\) is always at a distance \(r\) from the point \(x^{\prime}\), the center of the circle.

Let \(u_{1} x_{1}+u_{z} x_{2}+u_{2} x_{2}=0\) be the point equation of the line [see (6)]. This by (4) is
\[
u_{1}\left(a_{1} x+b_{1} y+c_{1}\right)+u_{2}\left(a_{2} x+b_{2} y+c_{2}\right)+u_{3}\left(a_{3} x+b_{2} y+c_{3}\right)=0
\]
or \(\left(u_{1} a_{1}+u_{8} a_{2}+u_{2} a_{3}\right) x+\left(u_{1} b_{1}+u_{8} b_{2}+u_{3} b_{3}\right) y+\left(u_{1} c_{1}+u_{2} c_{2}+u_{2} c_{3}\right)=0\).
Putting this in cosine form, and taking the square of the distance from \(i^{\prime} y^{\prime}\) to the line equal to \(r^{2}\), we get,
\(\frac{\left[\left(u_{1} a_{1}+u_{2} a_{8}+u_{3} a_{3}\right) x^{\prime}+\left(u_{1} b_{1}+u_{2} b_{2}+u_{3} b_{3}\right) y^{\prime}+\left(u_{1} c_{1}+u_{8} c_{8}+u_{3} c_{3}\right)\right]}{\left(u_{1} a_{1}+u_{2} a_{8}+u_{3} a_{8}\right)^{2}+\left(u_{1} b_{1}+u_{2} b_{2}+u_{3} b_{3}\right)^{2}}=r^{2}\).
or
\(\frac{\left(u_{1} x_{1}{ }^{\prime}+u_{2} x_{2}{ }^{\prime}+u_{3} x_{3}{ }^{\prime}\right)^{2}}{x_{1}^{8} u_{1}^{2}+x_{3}^{2} u_{2}^{2}+x_{3}^{2} u_{2}^{2}-2 x_{1} x_{2} u_{1} u_{8} \cos C-2 x_{2} x_{3} u_{2} u_{2} \cos A-2 x_{3} x_{1} u_{3} u_{1} \cos B}=r\)
The reductions in the denominator depend on the following :
\(a_{1}^{8}+b_{1}^{2}=x_{1}^{2}\), etc. \(\quad a_{1} a_{2}+b_{1} b_{2}=x_{1} x_{2}\left(\frac{a_{1} b_{2}}{x_{1} x_{2}}+\frac{b_{1} b_{2}}{x_{1} x_{2}}\right)\)
\[
=x_{1} x_{2}\left(\cos \alpha_{1} \cos \alpha_{2}-\sin \alpha_{1} \sin \alpha_{2}\right)=x_{1} x_{2} \cos C \text {, बcc., }
\]
where \(\alpha_{1}, \alpha_{2}, \alpha_{2}\) are the angles that \(p_{1}, p_{2}, p_{3}\) make with the axis of \(x\), and the origin is taken within the coördinate triangle. (14) is the line equation of the circle. We notice now that the expression in the denominator may be factored, for considering the variables as, \(x_{1} u_{1}, x_{2} u_{2}, x_{3} u_{3}\), its discriminant is
\[
\left|\begin{array}{ccc}
1 & -\cos C & -\cos B \\
-\cos C & 1 & -\cos A \\
-\cos B & -\cos A & 1
\end{array}\right|
\]
and that this is zero, may be shown as follows :
From trigonometry we have the three equations :
\[
\begin{aligned}
a-b \cos C-c \cos B & =0 \\
-a \cos C+b-c \cos A & =0 \\
-a \cos B-b \cos A+C & =0
\end{aligned}
\]
whence it follows that the determinant of the coefficients of \(a, b\), and \(c\), vanisber. Put \(x_{1} u_{1}=l\), etc. Then
\(l^{2}+m^{2}+n^{2}-2 l m \cos C-2 m n \cos A-2 n l \cos B=(l \alpha+m \beta+n y)\left(l \alpha^{\prime}+m \beta^{\prime}+n \gamma^{\prime}\right)\)
\[
=l^{2} \alpha \alpha^{\prime}+m^{2} \beta \beta^{\prime}+n^{2} r \gamma^{\prime}+\operatorname{lm}\left(\alpha \beta^{\prime}+\alpha^{\prime} \beta\right)+m n\left(\beta \gamma^{\prime} \dot{+} \dot{\beta^{\prime}} \gamma\right)+n l\left(\alpha \gamma^{\prime}+\alpha^{\prime} \gamma\right),
\]
and we must have :
\[
\begin{array}{cc}
\alpha \alpha^{\prime}=1 . & \text { Take } \alpha=\cos B-i \sin B, \quad \gamma=-1, \\
\beta \beta^{\prime}=1 . & a^{\prime}=\cos B+i \sin B, \quad \gamma^{\prime}=-1, \\
r^{\prime}=1 . & \beta=\cos A+i \sin A, \\
& \beta^{\prime}=\cos A-i \sin A,
\end{array}
\]
the first three conditions are satisfied. Also,
\(+\alpha^{\prime} \beta=[\cos (A+B)-i \sin (A+B)+\cos (A+B)+i \sin (A+B)]\)
\(=2 \cos (A+B)=-2 \cos C\).
\(+\beta^{\prime} \gamma=-\cos A-i \sin A-\cos A+i \sin A=-2 \cos A\).
\(+\alpha^{\prime} y=-\cos B+i \sin B-\cos B-i \sin B=-2 \cos B\).
Our expression therefore has the two factors, viz :
\[
\begin{aligned}
& {\left[(\cos B-i \sin B) x_{1} u_{1}+(\cos A+i \sin A) x_{2} u_{2}-x_{3} u_{3}\right]=L .} \\
& {\left[(\cos B+i \sin B) x_{1} u_{1}+(\cos A-i \sin A) x_{2} u_{2}-x_{3} u_{3}\right]=M .}
\end{aligned}
\]

Also write \(u_{1} x_{1}+u_{2} x_{2}+u_{3} x_{3}=u_{x}\), then our line equation of the circle may written
\[
\begin{equation*}
L M=\left(\frac{u_{x^{\prime}}}{r}\right)^{2} . \tag{15}
\end{equation*}
\]

If \(\gamma\) becomes indefinitely great \(u_{z^{\prime}}\) does not become indefinitely great, for \(x^{\prime \prime \prime} s\) are finite, the coorrdinates of the fixed center, and the \(u\) 's by (4)' are al\(r s\) finite, since \(u\) and \(v\) are always finite, and for a line which is moved off to nity approach zero together. It follows that \(\lim _{r=\infty}\left(\frac{u_{x^{\prime}}}{r}\right)=0\).

Hence the equation of a circle whose radius is infinite, and whose center 1 the finite region is in line coördinates,
\[
\begin{equation*}
L M=0 . \tag{16}
\end{equation*}
\]

But this is also the equation of a point-pair, and since we have proved that y circle whatsoever contains the two imaginary circular points at infinity, it iws that the two points into which this circle has degenerated are themselves two imaginary circular points at infinity. As we might just as well have red our expression \(L M\) in two other ways, in which the two angles \(B\) and \(C\), ' and \(A\), play the same part as \(A\) and \(B\), we may write the coördinates of the points in the three ways, as follows:


Before going on to the next division of our discussion, we will recall* that if
\[
\begin{aligned}
& a_{11} x_{1}^{2}+a_{28} x_{8}^{2}+a_{38} x_{3}^{2}+\quad \mid \quad A_{11} u_{1}^{2}+A_{28} u_{8}^{2}+A_{82} w_{8}^{2}+ \\
& 2 a_{18} x_{1} x_{8}+2 a_{8} x_{8} x_{3}+2 a_{31} x_{3} x_{1}=0 \\
& \text { where } a_{4 s}=a_{m} \text { is the point equation of } \\
& \text { a conic, with non-vanishing discrim- } \\
& \text { inant, } \\
& A_{11} u_{1}{ }^{2}+A_{82} u_{8}{ }^{2}+A_{82} u_{8}{ }^{2}+ \\
& 2 A_{18} u_{1} u_{2}+2 A_{23} u_{2} u_{2}+2 A_{11} u_{2} u_{1}=0 \\
& \text { where } A_{\text {in }}=A_{\text {m }} \text { is the line equation of } \\
& \text { a conic, with non-vanishing discrim- } \\
& \text { inant, }
\end{aligned}
\]
then
is the point equation of the aame conic.
and that always
\[
\begin{align*}
& \left|\begin{array}{lllll}
a_{11} & a_{12} & a_{13} & x_{1} & x_{1}^{\prime} \\
a_{21}^{\prime} & a_{82} & a_{82} & x_{8} & x_{8}^{\prime} \\
a_{21}^{\prime} & a_{38} & a_{38}^{\prime} & x_{8} & x_{3}^{\prime} \\
x_{1} & x_{2} & x_{8} & 0 & 0 \\
x_{1}^{\prime} & x_{8}^{\prime} & x_{8}^{\prime} & 0 & 0
\end{array}\right|=0  \tag{19}\\
& \left|\begin{array}{lllll}
A_{11} & A_{12} & A_{12} & u_{1} & u_{1} \\
A_{21} & A_{22} & A_{23} & u_{2} & u_{8}^{\prime} \\
A_{21} & A_{38} & A_{38} & u_{3} & u_{3}^{\prime} \\
u_{1} & u_{2} & u_{3} & 0 & 0 \\
u_{1}^{\prime} & u_{2} & u_{3} & 0 & 0
\end{array}\right|=0
\end{align*}
\]
is the equation of the pair of tangents from the point \(x^{\prime}\) to the same conic.
is the equation of the pair of pointe where the line \(u^{\prime}\) cuts the same conic.
III. Fundamental Geometrical Rejations Defined in Terms of fer Circular Points at Infinity.
A. The equation of a circle in terms of the circular points.

Our line equation of the circle (14) may be written :
\[
\begin{aligned}
& \left(r^{8} x_{1}^{8}-x_{1}^{8}\right) u_{1}^{8}+\left(r^{2} x_{8}^{8}-x_{2}^{\prime 2}\right) u_{8}^{8}+\left(r^{8} x_{8}^{8}-x_{3}^{\prime 2}\right) u_{3}^{8} \\
& -2\left(r^{8} x_{1} x_{2} \cos B+x_{1}^{\prime} x_{8}^{\prime}\right) u_{1} u_{2}-2\left(r^{8} x_{2} x_{3} \cos A+x_{8}^{\prime} x_{2}^{\prime}\right) u_{2} u_{8} \\
& \\
& -2\left(r^{2} x_{8} x_{1} \cos B+x_{3}^{\prime} x_{1}^{\prime}\right) u_{2} u_{1}=0 .
\end{aligned}
\]

Therefore by (18)', its point equation is,
\[
\left.\begin{array}{cccc}
r^{2} x_{1}^{8}-x_{1}^{\prime 2} & -\left(r^{2} x_{1} x_{2} \cos C+x_{1}^{\prime} x_{8}^{\prime}\right) & -\left(r^{8} x_{8} x_{3} \cos B+x_{1}{ }^{\prime} x_{3}^{\prime}\right) & x_{1} \\
-\left(r^{2} x_{1} x_{8} \cos C+x_{1}^{\prime} x_{8}^{\prime}\right) & r^{2} x_{8}^{2}-x_{1}^{\prime} & -\left(r^{2} x_{2} x_{3} \cos A+x_{2}^{\prime} x_{8}^{\prime}\right) & x_{8} \\
-\left(r^{2} x_{1} x_{3} \cos B+x_{1}^{\prime} x_{8}^{\prime}\right) & -\left(r^{2} x_{8} x_{3} \cos A+x_{2}^{\prime} x_{3}^{\prime}\right) & r^{2} x_{8}^{\prime}-x_{5}^{\prime} & x_{5} \\
x_{1} & x_{8} & x_{5} & 0
\end{array} \right\rvert\,=0
\]

The coefficients of \(x_{1}^{8}\) and \(x_{1} x_{8}\) changed in sign will be :

\footnotetext{
Cliebech, Vorionangen neber Geometric, 8. 118.
}
\[
\begin{aligned}
& f x_{1}^{2},\left(r^{2} x_{8}^{2}-x_{8}^{\prime 8}\right)\left(r^{2} x_{3}^{2}-x_{2}^{\prime 8}\right)-\left(r^{8} x_{8} x_{3} \cos A+x_{8}^{\prime} x_{3}^{\prime}\right)^{8} \\
&=r^{6} \dot{x}_{8}^{2} x_{3}^{8}-r^{2}\left(x_{8}^{2} x_{8}^{\prime 2}+x_{8}^{2} x_{3}^{\prime 8}\right)-r^{4} x_{8}^{2} x_{8}^{2} \cos ^{2} A-2 r^{2} x_{8} x_{3} x_{8}^{\prime} x_{3}^{\prime} \cos A,
\end{aligned}
\]
\[
? x_{1} x_{2}, 2\left(r^{2} x_{8}^{2}-x_{3}^{\prime 2}\right)\left(r^{2} x_{1} x_{8} \cos C+x_{1}^{\prime} x_{2}^{\prime}\right)
\]
\[
+2\left(r^{2} x_{2} x_{3} \cos A+x_{8}{ }^{\prime} x_{3}{ }^{\prime}\right)\left(r^{2} x_{1} x_{3} \cos B+x_{1}{ }^{\prime} x_{3}{ }^{\prime}\right)
\]
:2 \(\left(r^{4} x_{1} x_{2} x_{2}^{2} \cos C-r^{2} x_{1} x_{2} \cos C x_{8}{ }^{2}+r^{2} x_{2}^{2} x_{1} x_{2}{ }^{\prime}+r^{4} x_{1} x_{2} x_{2} \cos A \cos B\right.\)
\[
\left.+r^{2} x_{2} x_{3} x_{1}{ }^{\prime} x_{3}{ }^{\prime} \cos A+r^{2} x_{1} x_{3} x_{2}{ }^{\prime} x_{3}^{\prime} \cos B\right)
\]

Similarly for the other terms. Put terms containing \(r^{2}\) on right hand side \(f\) equation, divide by \(r^{2}\), arrange, and reduce, and we get finally,
\({ }^{\prime}\left(x_{8} x_{3} \sin A x_{1}+x_{2} x_{1} \sin B x_{2}+x_{1} x_{8} \sin C x_{3}\right)^{2}\)
\[
=x_{3}^{2}\left(x_{2}{ }^{\prime} x_{1}-x_{2} x_{1 .}^{\prime}\right)^{2}+x_{1}^{2}\left(x_{3}{ }^{\prime} x_{2}-x_{3} x_{2}{ }^{\prime}\right)^{2}+x_{2}^{2}\left(x_{1}{ }^{\prime} x_{3}-x_{1} x_{3}{ }^{\prime}\right)^{2}
\]
\(-2 x_{2} x_{3}\left(x_{3} x_{1}{ }^{\prime}-x_{3}{ }^{\prime} x_{1}\right)\left(x_{1} x_{2}{ }^{\prime}-x_{1}{ }^{\prime} x_{2}\right) \cos A-2 x_{3} x_{1}\left(x_{1} x_{2}{ }^{\prime}-x_{1}{ }^{\prime} x_{2}\right)\left(x_{2} x_{3}{ }^{\prime}-x_{2}{ }^{\prime} x_{2}\right) \cos B\)
\[
\begin{equation*}
-2 x_{1} x_{8}\left(x_{2} x_{3}{ }^{\prime}-x_{2}{ }^{\prime} x_{3}\right)\left(x_{3} x_{1}{ }^{\prime}-x_{3} x_{1}\right) \cos C . * \tag{20}
\end{equation*}
\]

From what we did with \(L M\) of (14) it is clear that the right member of 20) can be factored. Put \(\left(x_{3}{ }^{\prime} x_{2}-x_{3} x_{2}{ }^{\prime}\right)=l\), etc. We then have as factors,
\[
\begin{array}{ll}
l x_{1} e^{-i B}+m x_{8} e^{d A}-n x_{3} \text { or if } \rho \xi_{1}=x_{1} e^{-i B}, \rho \xi_{1}^{\prime}=x_{1} e^{i B} . \\
l x_{1} e^{i B}+m x_{2} e^{-i A}-n x_{3} & \rho \xi_{2}=x_{2} e^{i A}, \rho_{\xi_{2}^{\prime}}^{\prime}=x_{2} e^{-i A} . \\
& \rho \xi_{3}=-x_{2}, \rho_{3}^{\prime}=-x_{3}^{\prime} .
\end{array}
\]

The factors become,
\[
\begin{aligned}
& \rho\left(l \xi_{1}+m \xi_{2}+n \hbar_{3}\right) \\
& \rho\left(l_{1}^{\prime}+m \xi_{8}^{\prime}+n \xi_{3}^{\prime}\right)
\end{aligned}
\]

Id by supplying the values of \(l, m\), and \(n\), these become
\[
\rho\left|\begin{array}{lll}
\xi_{1} & x_{1} & x_{1}^{\prime} \\
\hat{\xi}_{2}^{\prime} & x_{2} & x_{2}^{\prime} \\
\xi_{3} & x_{3} & x_{3}
\end{array}\right|, \quad \rho\left|\begin{array}{lll}
\xi_{1}^{\prime} & x_{1} & x_{1}^{\prime} \\
\xi_{8}^{\prime} & x_{2} & x_{2}^{\prime} \\
\xi_{3}^{\prime} & x_{3} & x_{3}^{\prime}
\end{array}\right|
\]

Also the left member is \(r^{2}\left(C_{1} x_{1}+C_{2} x_{2}+C_{3} x_{3}\right)^{2}\) since
\[
x_{2} x_{3} \sin A=x_{2} x_{3} \sin \left(\alpha_{8}-a_{2}\right)=x_{2} x_{3}\left(\frac{a_{8} b_{3}-a_{8} b_{8}}{x_{2} x_{3}}\right)=C_{1}, \text { etc. }
\]
and (20) takes the form
\[
\begin{equation*}
r^{2}\left(C_{1} x_{1}+C_{2} x_{2}+C_{2} x_{3}\right)^{2}=\rho^{2}\left(\xi x x^{\prime}\right)\left(\xi^{\prime} x x^{\prime}\right) \tag{21}
\end{equation*}
\]

As a check on our determination of the coördinates of the circular points at infinity, let us see if the coördinates, \(\rho_{\bar{\prime}}^{\cong}, \rho^{\prime \prime}\) satisfy this equation of the circle. They certainly reduce the right member to zero, for ( \(\left.\xi=x^{\prime}\right)=0\), and \(\left(\xi^{\prime} \xi^{\prime} x^{\prime}\right)=0\). They also reduce the left member to zero, for it is reduced to zero, by the coorrdinates of any infinitely distant points [see (7)]. We thus confirm the results of (17), and (21) is the equation of a circle, whose center is at \(x^{\prime}\), in terms of the coorrdinates of the circular points at infinity.*
\(B\). General distance formula in terms of the circular coördinates.
The preceding result (21) may be used as a formula for the distance be tween two points \(x\) and \(x^{\prime}\). It must first however be made homogeneous in all the coördinates. It is clear that,
\[
C_{1} x_{1}+C_{2} x_{2}+C_{3} x_{3}=k \rho^{2}\left|\begin{array}{lll}
x_{1} & \hat{E}_{1} & \xi_{1}^{\prime} \\
x_{2} & E_{2} & \xi_{2} \\
x_{3} & \hat{E}_{2} & \hat{F}_{3}
\end{array}\right|,
\]
for the vanishing of both expressions signifies a line through two infinitely distant points. To determine \(x\), let \(x_{2}=x_{3}=0\).
\[
\begin{aligned}
& \text { Then } C_{1} x_{1}=\kappa \rho^{2}\left|\begin{array}{ccc}
x_{1} & \xi_{1} & \xi_{1}^{\prime} \\
0 & \xi_{2} & \xi_{2}^{\prime} \\
0 & \xi_{3} & \xi_{3}^{\prime}
\end{array}\right| \\
& = \\
& =\kappa \rho^{2} x_{1}\left(-x_{2} x_{3}(\cos A+i \sin A)+x_{2} x_{3}(\cos A-i \sin A)\right. \\
& \\
& =-2 \kappa x_{1} x_{2} x_{3} i \sin A \\
& \\
& =-2 \kappa x_{1} i C_{1} . \\
& \therefore x=-\frac{1}{2 i}=\frac{1}{2} i, \text { and we have } \\
& \\
& C_{1} x_{1}+C_{2} x_{2}+C_{3} x_{3}=\frac{1}{2}\left(i \rho^{2}\right)\left(x \xi \xi^{\prime}\right)=
\end{aligned}
\]
a constant by the first solution of (4).
By this fact we can make \(r^{2}\) homogeneous. For
\[
r^{2}=r \frac{\left(\xi x x^{\prime}\right)\left(\xi^{\prime} x x^{\prime}\right)}{\left(x \xi^{\prime} \xi^{\prime}\right)^{2}\left(x^{\prime} \xi \xi\right)^{2}}
\]
where \(\boldsymbol{c}\) is some constant. To determine it let the distance between \(a\) and \(a^{\prime}\) be

\footnotetext{
*A question might arise as to the constant \(\rho^{2}\). That can be disposed of as in done in the mext division.
}
unity. Substituting the value of r so obtained we have
which is seen to be homogeneous and of degree zero in all the coördinates. It is also clear that it is an absolute invariant expression in ternary forms, for on account of the multiplication law of determinants any determinant of the form ( \(x^{\prime} y^{\prime} z^{\prime}\) ) in terms of the new variables becomes equal under linear transformation, to \(M(x y z)\) where \(M\) is the modulus of the transformation, and the transformation equations are:
\[
\begin{aligned}
& \rho x_{1}^{\prime}=a_{1,} x_{1}+a_{12} x_{2}+a_{13} x_{3} \\
& \rho x_{2}^{\prime}=a_{21} x_{1}+a_{28} x_{2}+a_{23} x_{3} \\
& \rho x_{3}^{\prime}=a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}
\end{aligned} *
\]

Our distance is thus defined projectively with respect to the circular points.
C. The equation of the pair of lines from a point \(x\) to the two rircular pmints.

These lines will certainly be given by \(\left(x x^{\prime} \xi\right)\left(x x^{\prime} \xi^{\prime}\right)=0\). (23).
By (16) the equation of the circular points in line coördinates is
\[
x_{1}^{8} u_{1}^{2}+x_{2} u_{2}^{2}+x_{3} u_{3}^{2}-2 x_{1} x_{2} u_{1} u_{2} \cos C-2 x_{2} x_{3} u_{2} u_{3} \cos A-2 x_{3} x_{1} u_{3} u_{1} \cos B=0 .
\]

Now the equation of the pair of tangents from \(x^{\prime}\), to the points will be by (19),
\[
\left|\begin{array}{lllll}
x_{1}^{2} & -x_{1} x_{2} \cos C & -x_{1} x_{3} \cos B & x_{1} & x_{1}^{\prime}  \tag{24}\\
-x_{1} x_{2} \cos C & x_{2}^{2} & -x_{2} x_{3} \cos A & x_{2} & x_{2}^{\prime} \\
-x_{1} x_{3} \cos B & -x_{2} x_{3} \cos A & x_{3}^{2} & x_{3} & x_{3}^{\prime} \\
x_{1}, & x_{2} & & x_{3} & 0 \\
x_{1}^{\prime} & x_{2}^{\prime} & & x_{3}^{\prime} & 0 \\
0
\end{array}\right|=0 .
\]

It follows that this determinant is equal to the left member of (23) multiplied by a constant, since their vanishing represents the same geometrical form. Let \(x\) denote this constant. Put \(x_{1}=a_{4}, x_{2}{ }^{\prime}=b_{3}\), above. \(x_{3}{ }^{2}=c_{3}, x_{1}=d_{1}\), \(x_{8}{ }^{\prime}=c_{2}\), below. On the left hand the term containing \(x_{1}^{2} x_{2}{ }^{\prime 2}\) will be represented by \(a_{4} b_{8} c_{8} d_{1} c_{2}\). The number of inversions of order \(j=3+3+2=8\). On the


\footnotetext{
The result of this division is found in Klein's Firat Lecture. Winter semester, 1800-90, on the " Dicht-Euclideche Geometry," 8. 40.
}
\[
\therefore x_{1}^{8} x_{2}^{\prime 2} x_{3}^{2}=\frac{x}{\rho^{2}} x_{1}^{8} x_{2}^{\circ 8} x_{2}^{2} . \quad \therefore x=\rho^{2},
\]
and we obtain the interesting result in determinants,*
\[
\begin{align*}
& \left|\begin{array}{llllll|}
x_{1}^{2} & -x_{1} x_{8} \cos C & -x_{1} x_{3} \cos B & x_{1} & x_{1}^{\prime} \\
-x_{1} x_{2} \cos C & x_{8}^{\prime} & -x_{2} x_{3} \cos A & x_{8} & x_{2}^{\prime} \\
-x_{1} x_{3} \cos B & -x_{8} x_{3} \cos A & x_{2}^{\prime} & x_{3} & x_{3}^{\prime} \\
x_{1}{ }^{\prime} & x_{2} & & x_{8}, & 0 & 0 \\
x_{1}{ }^{\prime} & x_{2}{ }^{\prime} & & x_{8}^{\prime} & 0 & 0
\end{array}\right| \\
& =\left|\begin{array}{lll}
x_{1} & x_{1}^{\prime}, & x_{1} e^{-i B} \\
x_{2} & x_{2}^{\prime}, & x_{2} e^{d A} \\
x_{3} & x_{3}{ }^{\prime} & -x_{3}
\end{array}\right| \cdot\left|\begin{array}{lll}
x_{1} & x_{1}^{\prime} & x_{1} e^{d B} \\
x_{8} & x_{2}^{\prime} & x_{2} e^{-i B} \\
x_{3} & x_{3}^{\prime} & -x_{3}
\end{array}\right| \tag{25}
\end{align*}
\]
D. The angle between the lines.

Let us take the four lines,
\[
\begin{array}{llll}
x+i y=0 . & 1 . & x-i y=0 . & 2 . \\
x+\lambda y=0 . & 3 . & x+\lambda^{\prime} y=0 . & 4 .
\end{array}
\]

The double ratio of these is, taking them in the order named using the ratin,
\[
\alpha=\frac{\left(\mu_{1}-\mu_{3}\right)\left(\mu_{4}-\mu_{2}\right)}{\left(\mu_{3}-\mu_{2}\right)\left(\mu_{1}-\mu_{4}\right)}, \dagger
\]
where \(\mu_{1}=i, \mu_{2}=-i, \mu_{3}=\lambda, \mu_{4}=\lambda^{\prime}\), we have
\[
\frac{(i-\lambda)\left(\lambda^{\prime}+i\right)}{(\lambda+i)\left(i-\lambda^{\prime}\right)}=r+5 i
\]
\[
\text { or } i \lambda^{\prime}-1-\lambda \lambda^{\prime}-i \lambda=r i \lambda-r-r \lambda \lambda^{\prime}-r i \lambda^{\prime}-s \lambda-s i-s \lambda \lambda^{\prime} i+8 \lambda \text {. }
\]

Or, equating the real parts, and the imaginary parts, we have,
\[
\begin{aligned}
& \lambda^{\prime}-\lambda=r\left(\lambda-\lambda^{\prime}\right)-8\left(1+\lambda \lambda^{\prime}\right),\left(\lambda-\lambda^{\prime}\right)(r+1)=8\left(1+\lambda \lambda^{\prime}\right) . \\
& 1+\lambda \lambda^{\prime}=r\left(1+\lambda \lambda^{\prime}\right)+s\left(\lambda-\lambda^{\prime}\right), s\left(\lambda-\lambda^{\prime}\right)=(1-r)\left(1+\lambda \lambda^{\prime}\right) . \\
\therefore \quad & \frac{\lambda-\lambda^{\prime}}{1+\lambda \lambda^{\prime}}=\frac{8}{1+r}=\frac{1-r}{8} .
\end{aligned}
\]

And we see that \(r\) and \(s\) are restricted to the relation : \(r^{2}+s^{2}=1\). denote the angle between the lines 3 and 4,

\footnotetext{
*Compare Salmon's Conic Sections, page 188, Ex. 2.
\(\dagger\) Clebeah, Vorlesungen ueber Geometrie, 8. 83.
}
\(\operatorname{nn} \phi=\frac{s}{1+r}= \pm \sqrt{\frac{1-r}{1+r}} . \quad \therefore r=\cos 2 \phi, s= \pm \sin 2 \phi\).
If we denote our double ratio of the four lines by \((D R)\), and choose the ower sign for 8 , we have
\[
\begin{aligned}
& (D R)=\cos 2 \phi-i \sin 2 \phi, \text { or } \\
& (D R)=\sigma^{-2 \phi}, \\
& \phi=\frac{1}{2} i \log (D R) . \quad(26)
\end{aligned}
\]

We could have obtained this result in another way. If the equations of 3 nd 4 were written more generally
\[
\begin{aligned}
& u x+v y+1=0 . \\
& u^{\prime} x+v^{\prime} y+1=0 .
\end{aligned}
\]
\(\operatorname{sn} \phi=\frac{u v^{\prime}-u^{\prime} v}{u u^{\prime}+v v^{\prime}} . \quad\) If \(z=x+y i\), we have,
\[
\begin{aligned}
\log (x+y i) & =\frac{1}{2} \log \left(x^{2}+y^{2}\right)+i \tan ^{-1}(y / x) . \\
\log (x-y i) & =\frac{1}{2} \log \left(x^{2}+y^{2}\right)-i \tan ^{-1}(y / x) . \\
\log \frac{x+y i}{x-y i} & =2 i \tan ^{-1}(y / x)=2 i \omega, \text { where } \tan \omega=y / x . \\
\omega & =\frac{1}{2} i \log \frac{x-y i}{x+y i} .
\end{aligned}
\]

Using this as a formula for expressing \(\phi\), we get
\[
\begin{gather*}
\phi=\frac{1}{2} \log \left(\frac{u u^{\prime}+v v^{\prime}+i\left(u^{\prime} v-u v^{\prime}\right)}{u u^{\prime}+v v^{\prime}-i\left(u^{\prime} v-u v^{\prime}\right)}\right) \\
=\frac{1}{2} \log \left(\frac{u u^{\prime}+v v^{\prime}+1 / \overline{\left(u u^{\prime}+v v^{\prime}\right)^{2}-\left(u^{2}+v^{2}\right)\left(u^{\prime 2}+v^{\prime 2}\right)}}{u u^{\prime}+v v^{\prime}-v^{\prime}\left(u u^{\prime}+v v^{\prime}\right)^{z}-\left(u^{2}+v^{2}\right)\left(u^{\prime z}+v^{\prime 2}\right)}\right) \cdot \tag{27}
\end{gather*}
\]

But the expression under the logarithm is the quotient of the roots of the :quation in \(\lambda\),
\[
u^{8}+v^{2}+2 \lambda\left(u u^{\prime}+v v^{\prime}\right)+\lambda^{2}\left(u^{\prime 2}+v^{\prime} 8\right)=0, \dagger
\]
\(n\) equation obtained by substituting in the line equation of the circular points, 11), the values \(u+\lambda u^{\prime}, v+\lambda v^{\prime}\), so that the ratio of the two roots of \(\lambda\) is again
the double ratio of the four lines. Klein in the before mentioned lecture on Non-Euclidean Geometry obtains the same result in still another way. The angle between two lines is thus also defined projectively with reference to the two fixed circular points at infinity, for the double ratio of four lines is an absolate invariant under linear transformation. Some special results in angle determination may interest us.*
1. The angle that a line to either of the two circular points makes with any other line of the finite region is to be regarded as infinite. For the tangent of that angle is given by
\[
\frac{\tan \psi-i}{1+i \tan \psi}=-i,
\]
\(i\), and \(\psi\), being the taugents of the two lines. Now we have,
\[
\tan x=\frac{1}{i} \cdot \tanh x i=-\frac{1}{i} \frac{e^{2 x i}-1}{e^{2 x i}+1} . \quad \lim _{x=\infty} \tan x=\frac{1}{i},(\tan x)=\infty=-i .
\]

The above angle between the two lines must therefore be regarded as an infinite one. Similarly for the line to the other circular point. By our new definition of angle, the matter is simpler still, for then in this case \(\lambda=i\), or \(-i\), and \((D R)=r+8 i=0\), or \(\infty\), whence \(\phi=\infty\).
2. Two lines are perpendicular to each other when the double ratio (26) is equal to -1 , that is when the four lines form a harmonic quadrupel. For using \(-\pi i\) as \(\log (-1)\) we get from (26), \(\phi=\frac{1}{2}\). Also above, put \(r=-1, s=0\), and obtain the same result.
3. Two lines are parallel when \(r=1, s=0\), that is when the double ratio of the four lines is unity.
4. Two lines make an angle of \(45^{\prime}\), or \(135^{\circ}\) when \(r=0, s= \pm l\); that is when the double ratio is equal to \(\pm i\).
5. All angles inscribed in a circle and intercepting the same arc are equal for the double ratio of four rays from some variable point in a circle to four fixed points in constant. Here the fur fixed points are the two finitepoints at the ends of the arc, and the two fixed circular points at infinity. But if the double ratio is constant \(r\) and 8 are constant, therefore,
\[
\frac{\lambda-\lambda^{\prime}}{1+\lambda \lambda^{\prime}}=\frac{8}{1+r}=\frac{1-r}{8}
\]
is constant, and the inscribed angle is constant.
IV. Relation of the Circular Points to Non-Euclidean Gfometry.

What we have established in the preceding seems to suggest the way for investigatious and generalizations of the greatest importance. And such was the course of history on the analytic side of the passage from Euclidean to Non-Enc.
lidean geometry. It only remained to make the generalization that, \(\sum x x=\sum a_{10} x x_{k}=0\), being the equation of the fundamental form in point or in line coördinates as might be needed, the expression
\[
n \log \left(\frac{\sum x x^{\prime}+v^{\prime}\left(\overline{\left.\sum x x^{\prime}\right)^{2}-\sum x x^{\prime} \cdot \sum x^{\prime} x}\right.}{\sum x x^{\prime}-v^{\prime} / \overline{2 x x^{\prime}-\Sigma x x^{\prime} \cdot \Sigma x^{\prime} x}}\right)
\]
should be in general the distance between the points, or the angle between two lines. If \(x=\$ i\), and \(\Sigma x x=u^{2}+v^{2}\) we have the ordinary Euclidean angle between two lines. If \(\Sigma x x^{\prime}\) is not equal to \(u^{2}+v^{2}\), we evidently have something quite different from that angle, \(x\) times the logarithm of the double ratio of the two lines and the pair of tangents to the conic from their point of intersection.

The derivation of the Euclidean distance formula is not so simple, a case of limits being involved. According as this fundamental conic is an actual one, a point pair, or an imaginary one, we get hyperbolic, parabolic, or elliptic metrical determination. Cayley seems to have given the first valuable suggestions tending towards analytic methode. Klein has built up an admirable analytic treatment, using what he calls the "Cayley'schen Maassbestimmung" as a basis. In his illustrations of elliptic, and hyperbolic geometry of the plane, he uses as fundamental conics \(x^{2}+y^{2}=-r^{2}\), and \(x^{2}+y^{2}=r^{2}\) respectively. It is interesting to note that the square of the element of length in each is,
\[
d_{s_{1}^{2}}^{2}=\frac{d x^{2}+d y^{2}+\frac{(y d x-x d y)^{2}}{r^{2}}}{\left(1+\frac{x^{2}+y^{2}}{r^{2}}\right)^{2}}, \quad d s_{3}^{2}=\frac{d x^{2}+d y^{2}-\frac{(y d x-x d y)^{2}}{r^{2}}}{\left(1-\frac{x^{2}+y^{2}}{r^{2}}-\right)^{2}} .
\]

Now if \(r\) becomes indefinitely great, we have as the limit of both \(d s_{1}^{2}\) and \(d s_{3}^{2}, d s_{q^{2}}=d x^{8}+d y^{2}\), the square of the element of length in the ordinary Euclidean plane. This affords incidentally confirmation of our proposition under II. C, 2. that when the radius of a circle whose center is in the finite region becomes indefinitely great, the circle degenerates into the two circular points at infinity.

\section*{ARITHMETIC.}

Conduoted by B. P. FIMESL, Spriagtield, Mo. All contributions to this dopartinent ahould be seat to lhe

\section*{SOLUTIONS OF PROBLEIS.}
74. Proposed by Joim T. Farecimb, Prinalpal of Crawis Collogo, Crawis Colloge, Ohio.

When U. S. Bonds are quoted in London at 1084 and in Philadelphia at 112t, exchange \(\$ 4.48\), gold quoted at 107 , how much more was a \(\$ 1000 \mathrm{U}\). S. bond worth in London than in Philadelphia ?

Solution by G. B. M. ERRE, A. M., Ph. D., Temartang, Arkansene.
If I understand the problem correctly, the exchange price is not necessary for the solution.
\(\$ 1000 \times 1.12\}=\$ 1122.50\), price in Philadelphia.
\(\$ 1000 \times 1.08:=\$ 1087.50\), price in London.
But one dollar of London gold is worth \(\$ 1.07\) of Philadelphia currency.
\(\therefore \$ 1087.50 \times 1.07=\$ 1163.621\), price of London bond in U. S. currency.
\(\therefore \$ 1163.62 \frac{1}{2}-\$ 1122.50=-841.12 \frac{1}{2}\), the amount the London bond cost an American more than the Philadelphia bond.

To find the difference in cost to an Englishman in London, we proceed as follows:
\(\$ 1000 \times 1.12 \downarrow=\$ 1122.50\).
\(\$ 1122.53+1.07=\$ 1049.06_{18 \%}^{8 \%}\), price of the Philadelphia bond in English gold.
\(\$ 1000 \times 1.08 \frac{?}{3}=\$ 1087.50\).
\(81087.50-\$ 1049.0 \frac{1}{1087}_{68}^{88}=\$ 38.43_{1}^{16 q}\).

[We belleve Dr. Zerr's view of this problem to be the correct one. Edrron.]
77. Proposed by F. S. ELDER, Professor of Mathematics, Oklahoma Univeraity, Iorman, Oklahoma.

For how many seconds must I count the clicking of the rails under \(\Omega\) train that the number of rails counted may be equal to the speed of the train in miles per hour, a rail being 30 feet long.
I. Solution by FREDERIC R. HOMET, Ph. B., Iov Haven, Conneoticat, and CHAS. C. CROS8, Laytono ville, Maryland.

This problem is similar to the one proposed in the July-August number, Vol. III. The result is independent of the number of rails counted and of the number of miles per hour the train is running.

In the problem referred to, the answer is \(3 a / 88\) minutes during which the poles are counted, where \(a\) equals the number of yards the polls are apart.

In the present case, \(a=10\) yards. Hence, substituting, \(3 a / 88\) minutes= \(30 / 88\) minutes \(=20_{\mathrm{T}_{\mathrm{f}}^{6}}\) seconds.
II. Solution by G. B. M. 2ERR, A. M., Ph. D., Texartane, Arbansen, and the PROP083R.

Let \(t=\) number of seconds, \(n=\) number of miles per hour.
\(\therefore 5280 \mathrm{n} / 3600=22 n / 15\) feet per second=speed of train. Also in \(t\) seconds Lin goes \(30 n\) feet.
\(\therefore 30 \mathrm{n} / \mathrm{t}=\) number of feet in one second.
\(\therefore 30 n / t=22 n / 15 . \quad \therefore t=20_{1}^{15}\) seconds.
78. Proposed by Imisom 8. roray, south Jeracy Inatitate, Bridgoton, Iow Jersoy.

Solve by pure arithmetic, no algebraic symbols: A Texan farmer owns 5169 cattle; lere are 3 times as many horses as cows, plus 560, and 4 times as many cows as sheep, linus 128; how many has he of each ? [From Brooks' Higher Arithmetic.]

Solation by G. B. M. EERR, A. M., Ph. D., Texarkana, Arkanaas, and J. C. CORBII, Principal of 8choole, In Blef, Artanges.
\(5169+126-569=4726=\) number of cattle when there are 4 times as many ows as sheep and is times as many horses as cows.

Every time he takes 1 sheep, he takes 4 coves and 12 horses, or 17 in all. \(\therefore\) he has as many lots of 1 sbeep, 4 cows, 12 horses, as 17 is contained in 7726. \(\therefore 4726+17=278\).
\(\therefore 278 \times 1=\) number of sheep \(=\quad 278\)
\(278 \times 4-126=\) number of cows \(=986\)
\(278 \times 12+569=\) number of horses \(=3905\)
\[
\text { Total }=5169
\]

This problem was solved with a different view of its enunciation by Frederic R. Honey, and 0. 8. Peatcott, A. M. , BC. D., Principal North Division Bigh Bchool, Chicago, Illinols.
[Nore. P. B. Berg and H. C. Wilkes should each have recelved oredit in the last number for solv. [sproblems 75 and 78. EDITOR.]

\section*{ALGEBRA.}

Condueted by J. M, COLAW, Monterey, Va. All contributions to this department should be seat te him.

\section*{SOLUTIONS OF PROBLEMS.}
70. Proponed by J. A. CALderifisad, A. B., Prolesaor of Mathematios in Curry Daiveraty, Piteburg, masylvanta.

Given \(y^{\prime}(a+x)+\sqrt[y]{ }(a-x)=\sqrt[y]{y} c\) to find \(x\).
I. Solution by J. Marcas boorman, Consultative Mochanician, Counselor at Lat, Inventor, Ete., viett, Long Leland, Iow Iork ; EDWARD R. ROBBIES, Mastar in Mathematios and Phyaies in Lawroncorille bool, Lawrenooville. Iow Jersey ; E. L. sHERWOOD, A. M., Principal of City Sehools, West Point, Miedigei; O. W. AMTHOMI, M. Se., Columbian University, Washington, D. C.; A. H. HOLMBs, Branswiek, Maine; i J. scrieffer, 4. M., Hagerstown, Maryiand.

Cubing, transposing, etc.,
\[
\left(a^{2}-x^{2}\right)^{!}\left[(a+x)^{\frac{1}{2}}+(a-x)^{\frac{1}{2}}\right]=(r-2 a) / 3, \text { or }\left(a^{2}-x^{2}\right)^{!}\left[c^{4}\right]=(c-2 a) / 3
\]
\(\therefore x= \pm \sqrt{ }\left(a^{2}-\frac{(c-2 a)^{3}}{27 c}\right) . \quad\) If \(c=2 a, x=a\).
 CHiAs. C. CROBs, Laytonarillo, Maryland.

Transposing \(\mathbb{V}^{(a-x)}\), cubing and reducing, we have,
\[
(a-x)^{\frac{1}{4}}-c^{t}(a-x)^{\frac{4}{2}}=(2 a-c) / 3 c^{\frac{1}{t}} .
\]

Completing the square, we find,
\[
(a-x)^{i}=t\left[c^{t} \pm \sqrt{ }\left(\frac{\left(\frac{u-c}{}\right.}{3 c^{t}}\right)\right] .
\]

Hence \(x=a-t\left[c \pm \sqrt{\left(\frac{8 a-c}{3 c^{1}}\right)}\right]^{3}\); or transposing \(y(a+x)\), and proceeding as before,
\[
x=t\left[c^{t} \pm \sqrt{ }\left(\frac{8 a-c}{3 c t}\right)\right]^{2}-a .
\]

Messrs. Bell and Cross let \(y=\mathscr{y}(a+x)\), substitute, and then solve as above.
III. Solution by E. C. WHitaikr, M. Se., Ph. D., Protector of Mechematios in the Meaveal Truining Sehool, Pbiladelphia, Ponnaylrania.

For convenience in writing, denote \(\mathfrak{r}^{2} c\) by \(b, \mathfrak{z}^{2}(a+x)\) by \(y\) and \(\forall(a-x)\) by 2 . Of the following equations, (1) is given and the others are assumed. (Take \(\alpha^{3}=1\) ).
\[
\begin{align*}
& y+z-b=0  \tag{1}\\
& \alpha y+z-b=A  \tag{2}\\
& \alpha^{2} y+z-b=B \ldots \ldots(3) \text {. } \\
& y+\alpha z-b=C \text {.........(4). } \\
& \alpha y+\alpha z-b=D \ldots \ldots . .(5) \text {. } \\
& \alpha^{2} y+\alpha z-b=E \ldots \ldots(6) \text {. } \\
& y+a^{2} z-b=F \ldots \ldots(7) \text {. } \\
& \alpha y+\alpha^{2} z-b=G \ldots \ldots(8) \text {. } \\
& a^{2} y+\alpha^{2} z-b=H \ldots \ldots \text { (9). }
\end{align*}
\]

We have, by multiplying these three at a time,
\[
\left[y^{3}+(z-b)^{3}\right]\left[y^{3}+(\alpha z-b)^{8}\right]\left[y^{3}+\left(\alpha^{2} z-b\right)^{3}\right]=0 .
\]

Or, completing the multiplications,
\[
\left(y^{3}+z^{3}-b^{3}\right)^{3}+27 b^{3} y^{3} z^{3}=0
\]

Restoring the original values of \(y, z\), \({ }^{\circ}\) and \(b\), we get,
\[
27 c\left(x^{2}-a^{8}\right)=(2 a-c)^{3} .
\]

Hence \(x=\sqrt{ }\left(\frac{(2 a-c)^{2}+27 a^{2} c}{27 c}\right)\).
This may be the root of the given equation or the root of any of the asamed equations, depending on the various values of \(a\) and \(c\).
[This erample is found in Bonnycastle's Agebra (1845), page 97.]
Aleo solved bJ P. S. BEBG, B. C. WILERS, and G. B. M. ERBE.
71. Proposed by P. P. MATZ, D. Se., Ph. D., Profeasor of Mathomaties and Astronomy in Irviag Colme. Mochaalesbarg, Ponasylvania.

When \(x=0\), find the limit of the expression
\[
u=\left(\frac{m+x}{n-x}\right)^{\frac{1}{x}}+\left(\frac{m-x}{m+x}\right)^{\frac{1}{x}}
\]
L. Soletion by O. W. Arrizomy, M. 8e., Columbian Oniveraity, Washington, D. C., and G. B. M. ZERR, I. M., Ph. D., Tanarkane, Arkansas.
\[
\text { Let } u=v_{1}+u_{2} . \quad \therefore u_{1}=\left(\frac{m+x}{m-x}\right)^{\frac{1}{x}},
\]
\[
\operatorname{og} u_{1}=(1 / x)\{\log (m+x)-\log (m-x)\}
\]
\[
=(1 / x)\left\{\left[\log m+(x / m)-\left(x^{2} / 2 m^{2}\right)+\left(x^{3} / 3 m^{3}\right)-\ldots . .\right]-\right.
\]
\[
\left.\left[\log m-(x / m)-\left(x^{2} / 2 m^{8}\right)-\left(x^{2} / 3 m^{3}\right)-\ldots .\right]\right\}
\]
\[
=\frac{2}{x}\left(\frac{x}{m}+\frac{x^{8}}{3 m^{3}}+\frac{x^{8}}{5 m^{8}}+\ldots . .\right)=2\left(\frac{1}{m}+\frac{x^{8}}{3 m^{2}}+\frac{x^{4}}{5 m^{6}}+\ldots . .\right)
\]
\[
=2 / m, \text { when } x=0 . \quad \log u_{2}=-\log u_{1}=-2 / m, \text { when } x=0 .
\]
\(\therefore u_{1}=e^{2 / m}, u_{2}=e^{-2 / m} . \quad \therefore u=e^{2 / m}+e^{-2 / m}\) when \(x=0\).
II. Solution by E. C. WHitarer, M. Se., Ph. D., Profecsor of Mathematies in Phaladolphis Meanal radaing Sehool, Pailadolphia, Ponnaylvania.

Since \((1+x)^{1 / x}=e\) when \(x=0\), we have
\[
\left(\frac{m+x}{n-x}\right)^{\frac{1}{x}}=\left[\left(1+\frac{2 x}{m-x}\right)^{\frac{m-x}{2 x}}\right]^{\frac{2}{m-x}}=e^{2} m \text { when } x=0
\]

In the mame way \(\left(\frac{m-x}{m+x}\right)^{\frac{1}{3}}=e^{-2 / m}\) when \(x=0\). Hence \(m=0^{0-m+r}\) Aloo colved isy J. actritivere.

\section*{GEOMETRY.}


\section*{80LOTTOLS OF PROBLET78.}



To divide s square card into right-lined sections in a manner, that a retem civen breadth ean be formed from the sectiona; likewice, form e equare from a lar cand.

(1). Let \(A B C D\) be the equare. Produce \(D A\) to \(H\) making \(A B H\) eq given width of the rectangle, join \(H B\), and draw \(K O\) perpendicular to \(E I\) mid-point, then 0 is the center of the circle through \(H B\). Produce \(A D\) to meet circle at \(G\); \(A G\) is the length of the required rectangle. Take \(A E=A B\) and complete the rectangle \(A E F G\).

Now the right triangle
\(A B B=\) right triangle \(B C N=\) right triangle \(\boldsymbol{M F G}\).
\(\therefore C N=A E\) and \(D N=B E\);
\(\therefore \triangle B E M=\triangle D N G\).
\(\therefore A B C D=A D N M E+B C N+B E M\) \(=A D N M E+M F G+N D G=A E F G\).

(2). Let \(A E F G\) be the given rectangle. Produce \(G A\) to \(\boldsymbol{H}\) \(A H=A E\). Upon \(H G\) describe the semi-circle. Then \(A B\) is a side of the ed square. Complete the square \(A B C D\) and draw \(B G\). The rest of the 1 the same as above.

(1). Let \(A B C D\) represent the square card. From \(A\) lay off on a the width of the rectangle saccesaively ad many times at possible, as \(A E, E F\).

Then from the opposite corner \(C\), lay off one width only of the rectangle, as \(C G\). Now cat through on line \(G B\). Then cut \(F H\) and \(E I\) parallel to DA.


Then will EFGHI coincide with DIMKL, FBH with \(L K O\), and \(B C G\) with \(D\); and we have the rectangle \(A E N O\), of the given width \(A E\), equivalent to square \(A B C D\).
(2). Let \(A E N O\) represent a rectangular card. Find the side of a square valent to the given rectangle. (Any geometry will show construction.)

Now from \(A\) lay off on \(O A\) the side of the aquare guccenaively at many s as possible, as \(A D, D L\). From \(N_{1}\) lay off \(N M=A D\).

Now, cut through on line OM. Then cot \(L K\) and \(D I\) perpendicular to \(A O\).
Thon will the sections of rectangle form a square as ahowa in first part of lion. The proof is evident.

Let \(A B C D\) be the given equare, and \(E F\) the breadth of the required recto. Find GH, a third proportional to \(E F\) and \(A B\).

With \(C\) as a center and radius equal to \(G H\), describe recutting \(A B\) at \(K\). (If \(G H<B C\), use \(E F\) as radius). off the triangle, \(C B K\) and attach it in the position DAL. ■ \(K N\) perpendicular to \(L D\). Cot of \(\triangle L K N\) and attach the position \(D C M\). NKCM is the required rectangle, \(B\) it in equivalent to the aquare, and its area equals \(\times N K=G H \times N K\). But by construction \(G H \times E F\) \(=\overline{A B}, \quad \therefore E F=N K(A x)\).

rig. 1 . If \(K\) fall beyond \(A\), attach \(A R C B\) in position TSDA, cut off \(K A R\) and attach it in position \(L T S\).

Then proceed at before.
Reverae operation (Fig. 1.) by finding mean proportional between \(M V\) and \(M C\). With it as a radiut
Fig. 2. and \(C\) as a center, deacribe an arc cotting \(M N\) in \(D\). of \(\triangle M D C\) and attach it as \(N L K\). Draw \(D A\) perpendicular to \(K L\), cut off 4D and attach it as KBC.

\section*{N. Selotian if the piopoarin.}

On \(A C\), side of the given square \(A B C D\), draw a -circle \(A E C\). Measure from \(A\) the chord \(A E\) equal to given breadth of the rectangle. Produce \(C E\), marking in \(S\). On \(C D\) take \(C M, M N\), etc., equal to \(A S\).

Through \(n t, n\), etc., draw ml , \(n \mathrm{r}\), etc., parallel to CS. se will trace the lines of division required.

From the figure it is plain the rectungle \(A E G H\) can wmed by joining fragments, \(A E C, A E S, S M, m, D r n\).
(2). On one of the longer sides \(A H\) of the given reclo \(A E G I I\) describe the semi-circle \(A B H\).

From \(A\) lay off chord \(A B\) equal in length to side of tired equare.


Join BH. Take BO, OR, etc., equal to AB. Through \(O, R\), etc., draw \(O M, R L\), etc., parallel to \(B A\), marking the lines of division \(M N, L R\), etc.

Hence the aquare \(A B C D\) forms the parts of the rectengle, \(A E S, S M, M R\), RLH, HGF.

Corollary. When \(A S\) is greater than \(A B\), or conversely, when \(A B\) is leas than \(A S\), the construction is quite simple.

Let \(A B C D\) be the given square, \(A B=a+b, A M\) \(=M K=O D=G E=a, O K=O C=D E=b\), and \(E F=b / r\).

Then area of \(A D O M=a^{2}+a b\), and area of \(B N K M\) \(=a b\).
\(\therefore\) Their sum \(=a^{2}+2 a b\).
Let \(b / a=r\). Then \(a=b r\), and area of EFHG
\(=b / r \times b r=b^{4} . \quad \therefore A F H M=A B C D\).

\section*{CALCULUS.}


\section*{sOLUYIONT OF PBOBLRTS.}

Find (1) in the lenf of the mtrophoid whoee mxis is a the axis of an inseribed leof of the lemnicasta, the node of the former coinciding with the crunode of the latter. Find (z) in a leaf of the lemniecate whose axis \(b\) the axie of \(a\) of an inscribed leaf of the strophoid, the node of the former aleo colnciding with the crunode of the letter.


\section*{Case I.}

The equation of atrophoid with origin at node is,
\[
\begin{equation*}
y^{z}=\frac{x(x-a)^{8}}{2 a-x} . \tag{l}
\end{equation*}
\]

The equation of lemniscate with origin at crunode is,
\[
\begin{equation*}
\left(x^{\frac{4}{4}}+y^{*}\right)^{4}=b^{*}\left(x^{2}-y^{2}\right) \ldots \tag{2}
\end{equation*}
\]

In order that the latter may be inseribed in the former we must heve tele gency. \(\therefore x, y\), and \(d y / d x\) must be equal for each curve.

Subetituting \(y\) from (1) in (2) we get after reduction,
\[
\begin{array}{r}
x^{3}-4 a x^{2}+\left(\frac{9 a^{2} b^{2}-a^{4}}{2 b^{2}}\right) x-a^{2}=0 \ldots \\
\frac{d y}{d x}=\frac{b^{2} x-2 x^{3}-2 x y^{2}}{y\left(b^{2}+2 x^{2}+2 y^{2}\right)}=\frac{4 a x^{8}-4 a^{2} x+a^{3}-x^{3}}{y(2 a-x)^{2}} \tag{4}
\end{array}
\]

Substituting \(y\) from (1) in (4) and reducing we get,
\[
\begin{equation*}
x^{4}-6 a x^{3}+12 a^{2} x^{8}-\left(\frac{17 a^{2} b^{2}-2 a^{6}}{2 b^{2}}\right) x+a^{4}=0 . \tag{5}
\end{equation*}
\]
(b) may be written as follows :
\(x^{4}-5 a x^{2}+8 a^{8} x^{8}-\left(\frac{8 a^{8} b^{8}-a^{8}}{2 b^{2}}\right) x-a\left\{x^{3}-4 a x^{2}+\left(\frac{9 a^{2} b^{2}-a^{4}}{2 b^{2}}\right) x-a^{2}\right\}=0\).
(3) in the last equation gives,
\[
\begin{equation*}
x^{8}-5 a x^{2}+8 a^{8} x-\frac{8 a^{3} b^{2}-a^{8}}{2 b^{2}}=0 \tag{6}
\end{equation*}
\]
(3)-(6) gives, \(x^{2}-\frac{7 a b^{2}+a^{3}}{2 b^{2}} x-\frac{a^{4}-6 a^{2} b^{2}}{2 b^{2}}=0\)
\(\frac{8 b^{2}-a^{8}}{2 b^{2}}\) times (3)-(6) gives,
\[
\begin{equation*}
\left(6 b^{8}-a^{2}\right) x^{2}-\left(22 a b^{2}-4 a^{3}\right) x+\frac{40 a^{8} b^{4}-17 a^{4} b^{2}+a^{6}}{2 b^{8}}=0 . \tag{8}
\end{equation*}
\]
\(\left(6 b^{2}-a^{8}\right)\) times (7)-(8) gives,
\[
\begin{equation*}
x=\frac{4 a b^{4}-5 a^{3} b^{2}}{2 b^{4}-7 a^{2} b^{2}+a^{4}} \tag{9}
\end{equation*}
\]
\(\frac{a^{2} b^{4}-17 a^{4} b^{2}+a^{6}}{2 b^{2}}\) times (7) \(+\frac{a^{4}-6 a^{2} b^{2}}{2 b^{2}}\) times (8) gives,
\[
\begin{equation*}
x=\frac{16 a b^{6}+13 a^{3} b^{6}-18 a^{6} b^{2}+a^{2}}{8 b^{6}-10 a^{2} b^{6}} . \tag{10}
\end{equation*}
\]

From (9) and (10) we get,
\[
\begin{equation*}
6 b^{8}+161 a^{8} b^{6}-141 a^{4} b^{4}+25 a^{6} b^{8}-a^{8}=0 \tag{11}
\end{equation*}
\]

Let \(a^{2} / b^{s}=u\), then (11) becomes,
\[
\begin{equation*}
u^{4}-25 u^{2}+141 u^{8}-161 u-6=0 . \tag{18}
\end{equation*}
\]
\(\therefore u=1.586892 . \quad \therefore a^{2}=1.586892 b^{2}\).
\(\therefore a=1.2597 b . \quad \therefore b=.7938 a\).

\section*{Case II.}

The equation of the strophoid with origin at crunode is,
\[
\begin{equation*}
y^{2}=\frac{x^{2}(a+x)}{a-x} \tag{13}
\end{equation*}
\]

The equation of the lemniscate with origin at node is,
\[
\begin{equation*}
\left\{(x+b)^{2}+y^{2}\right\}^{2}=b^{2}\left\{(x+b)^{2}-y^{2}\right\} \tag{14}
\end{equation*}
\]

In order that the former may be inscribed in the latter we must have \(x, y\), \(d y / d x\) equal for both curves.
(13) in (14) gives,
\[
\begin{array}{r}
\left(2 a^{2}+b^{2}-4 a b\right) x^{2}+\left(4 a^{2} b-5 a b^{2}+b^{2}\right) x^{2}+\left(4 a^{2} b^{2}-2 a b^{2}\right) x+a^{2} b^{2}=0 \ldots \\
\frac{d y}{d x}=\frac{a^{2} x+a x^{2}-x^{2}}{y(a-x)^{2}}=-\frac{2 x^{2}+6 b x^{2}+5 b^{2} x+b^{3}+2(x+b) y^{2}}{y\left(2 x^{2}+4 b x+3 b^{2}+2 y^{2}\right)} . \tag{10}
\end{array}
\]
(13) in (16) gives,
\[
\left(8 a b-4 a^{2}-2 b^{2}\right) x^{4}+\left(8 a^{2}-20 a^{2} b+9 a b^{2}-b^{2}\right) x^{3}
\]
\[
\begin{equation*}
+\left(12 a^{3} b-15 a^{2} b^{8}+3 a b^{3}\right) x^{2}+\left(8 a^{2} b^{2}-3 a^{2} b^{3}\right) x+a^{2} b^{2}=0 \ldots \tag{17}
\end{equation*}
\]
(17) may be written
\[
\begin{aligned}
\left(8 a b-4 a^{2}-2 b^{2}\right) x^{4} & +\left(6 a^{3}-16 a^{2} b+8 a b^{2}-b^{3}\right) x^{3} \\
& +\left(8 a^{2} b-10 a^{8} b^{2}+2 a b^{2}\right) x^{2}+\left(4 a^{3} b^{2}-a^{2} b^{8}\right) x
\end{aligned}
\]
\[
+a\left[\left(2 a^{2}+b^{2}-4 a b\right) x^{3}+\left(4 a^{2} b-5 a b^{2}+b^{2}\right) x^{2}+\left(4 a^{2} b^{2}-2 a b^{2}\right) x+a^{2} b^{8}\right]=0 \ldots(18) .
\]
(15) in (18) gives,
\[
2\left(2 a^{2}+b^{2}-4 a b\right) x^{3}+\left(16 a^{2} b-8 a b^{2}+b^{3}-6 a^{8}\right) x^{2}
\]
\[
+\left(10 a^{2} b^{2}-8 a^{3} b-2 a b^{3}\right) x+a^{2} b^{3}-4 a^{2} b^{2}=0 \ldots .(19)
\]
(19)-2 times (15) gives,
\(\left.a^{2} b+2 a b^{2}-b^{3}-6 a^{2}\right) x^{2}+\left(2 a^{2} b^{2}-8 a^{2} b+2 a b^{2}\right) x-a^{2} b^{3}-4 a^{2} b^{2}=0\)
6 times (19)-(b-4a) times (15) gives,
\(\left.i^{2}+b^{2}-14 a^{2} b\right) x^{2}+\left(a b^{2}+10 a^{2} b-8 a^{2} b^{2}\right) x+8 a^{2} b^{2}-2 a^{2} b^{3}=0\)
\(\left.i^{8}+b^{3}-14 a^{2} b\right)\) times (20)-(8a \(\left.b+2 a b^{2}-b^{8}-6 a^{2}\right)\) times (21) gives,
\[
\begin{equation*}
x=\frac{14 a^{2} b^{2}+16 a^{8} b+8 a^{2} b^{4}-28 a^{4} b^{2}-3 a b^{8}}{4 a^{8}-38 a^{2} b^{2}+8 a b^{4}+18 a^{2} b^{2}-3 b^{6}} \tag{22}
\end{equation*}
\]
( \(8 a-2 b\) ) times \((20)+(4 a+b)\) times (21) gives,
\[
\begin{equation*}
x=\frac{10 a^{8} b^{2}-24 a^{4} b+8 a^{2} b^{8}-8 a b^{4}}{14 a^{8} b^{8}+16 a^{4}+8 a b^{2}-28 a^{3} b-3 b^{4}} \tag{23}
\end{equation*}
\]

From (22) and (23) we get,
\[
\begin{equation*}
9 b^{8}+16 a b^{4}-148 a^{2} b^{3}-144 a^{3} b^{2}+468 a^{4} b-17 B a^{5}=0 . \tag{24}
\end{equation*}
\]

Let \(b / a=0\), then (24) becomes,
\[
9 v^{5}+16 v^{4}-148 v^{2}-144 v^{2}+468 v-176=0 .
\]
\[
\therefore v=1.12257 . \quad \therefore b=1.12257 a . \quad \therefore a=8908 b .
\]

The published solution assumes that both curves coincide at their crunodes. is is not what the problem calls for. The above solution realizes in every reet the demands of the problem.

\section*{MECHANICS.}
gedacted by B. I. Finith, 8priagiold, Mo. All coatributions to this dopartiont should te soat to him.

\section*{SOLUTIONS OF PROBLEMS.}
44. Propoced by O. W. Arrizory, M. Se., Colembian Uaferaty, Weahiagton, D. O.

There is a triangle whose sides repulse a center of force within the triangle with an maity that varies inversely as the distance of the center of force from each point of sides of the triangle. What is the position of equilibrium of the center?

\section*{}

Let \(B C=a, A C=b, A B=c, A P=h, B P=k, C P=l, A L=m, P L=\) \(\angle A P B=\beta, \angle B P C=\gamma, \angle A P C=\delta\).

Then \(\beta=\cos ^{-1}\left(\frac{k^{4}+h^{2}-c^{2}}{2 h k}\right), \gamma=\cos ^{-1}\left(\frac{k^{2}+l^{2}-a^{2}}{2 k l}\right), \delta=\cos ^{-1}\left(\frac{h^{2}+l^{2}-b^{2}}{2 h l}\right)\).
\[
h^{2}=m^{2}+n^{2}, k^{2}=(c-m)^{2}+n^{2}, l^{2}=(b \cos A-m)^{2}+(b \sin A-n)^{2} .
\]

If \(P\) be the required point, \(A\) origin, \(A X, A Y, a x e s, A M=x, \rho=\) depai and \(x\) area of cross section of the lines perpendicular to their length, \(v=\) man \(P, \mu=\) some constant, then the attraction on \(M\) is,
\[
\frac{\mu v \rho x d x}{P K}=\frac{\mu y \rho x d x}{\left\{n^{2}+(m-x)^{8}\right\}^{4}} .
\]

Call \(\mu v \rho x, Q\). Then the resolved part of the force parallel to axis of \(\boldsymbol{X}\) is,
\[
\frac{Q(m-x) d x}{n^{\frac{2}{2}+(m-x)^{i}},}
\]
and the resolved part parallel to the axis of \(Y\) is,
\[
\frac{Q+d x}{n^{4}+(m-x)^{8}} .
\]
\[
\therefore P D=-Q \int_{0}^{c} \frac{(m-x) d x}{n^{2}+(m-x)^{2}}=1 Q \log \left\{\frac{n^{2}+(c-m)^{2}}{n^{2}+m^{2}}\right\}
\]
\[
\therefore P D=Q \log (k / h), P E=Q \log (l / k), P F=Q \log (h / l) .
\]
\[
P G=-Q \int_{0}^{e} \frac{n d x}{n^{2}+(n-x)^{2}}=-Q\left\{\tan ^{-1}(m / n)+\tan ^{-\frac{c-m}{n}} \frac{n}{n}\right\}
\]
\[
\therefore P f=-Q s, P H=-Q_{r}, P K=-Q \delta
\]

If the resultant of two forces is equal to the third, the three forces are in equilibrium.

Regarding \(P D, P E, P F\) as three forces and \(P G, P H, P K\) as three forcou we get,
\[
\left.\begin{array}{c}
\{\log (k / h)\}^{2}+\{\log (1 / k)\}^{2}+2 \log (k / h) \log (l / k) \cos B=\{\log (h / l)\}^{0} \\
3^{3}+\gamma^{*}-2 \beta^{3} \sin B=\delta^{\prime}
\end{array}\right\}
\]
\[
\left.\begin{array}{c}
\log (l / k)\}^{2}+\{\log (h / l)\}^{2}+2 \log (l / k) \log (h / l) \cos C=\{\log (k / h)\}^{*} \\
r^{2}+\delta^{2}-2 r \delta \sin C=f^{2}
\end{array}\right\} \ldots \ldots . . .(2) .
\]

Subatituting the values of \(h, k, l, A, \gamma, \delta\) in terms of \(m, n\) in either (1), b), or (8), we get, in either case, two equations in \(n\) and \(n\) from which, if posei10 , the values of \(m\) and \(n\) may be found and the point \(P\) determined.

\section*{PROBLEMS FOR SOLUTION.}

\section*{A \(I\) ITHMETIG.}

Fromn ensk contrining 10 gallons of wine, a servant drew of 1 gallon each day, for ,hayn, each time aupplying the deficiency by adding a gallon of water. Afterwarda, hg detection, he again drew ofir gallon a day for five dayn, sdding each time a gallon ine. How many gallons of water still remained in the cask? [From Quackonban' Arthie. \(]\)
 wheld, Mimearh
How far will a body fall in the flrat second on the sun, the denaity of the sun heing mees that of the earth and its diameter 886400 miles?

\section*{}

Two men, A and B, started from the same point at the same time ; A traveled moutloat for 10 hoars and at the rate of 10 miles per hour, and \(B\) due south for the same time, wing 6 milea per hour; they then turned and traveled directly towards each other at the wne rmen reapectively, till they met. How far did each man travel?

\section*{DIOPHANTINE ANALYEIE.}
 a, D. O.

Conatract a general Magic Square whose sum is 3 m .

If \(* R\) ) is the number of integers which are lest than \(R\) and prime to it, and if \(y\) is sime to \(R\), show that \(y^{(p)}(B)-1 \equiv(\bmod . R)\).

\section*{}

Fach of five of the digite may be the terminal figure of a perfect integra! squame. wh of eighteen combinations of two digits may be the two terminal figures of an integral pare. Fech of one hundred and nineteen combinations of three digite may be the three niminal figuree of an Integral square. Under these conditionn, what is the greatent number iartengements of the nine digits, all taken together, whose three terminal flgures shall sthose of a square number?

\section*{MISCELLANEOUS.}
 Penabylvanta.
(a). What is the highest north latitude in which the sun will shine in at the nort window of a building at least once in a jear?
(b). How many days will it shine in at the north window of a building in latituid \(41^{\circ}\) N. \(?\)

\section*{64. Propoed by 8. BABT WRIGET, M. D., L. M., Ph. D., Pean Tan, Mow York.}

On latitude \(40^{\circ} \mathrm{N} .=\gamma\), when the moon's declination is \(5^{\circ} 23^{\prime} \mathrm{N} .=\delta\), and the sun's \(f\) 52' \(S .=-\delta\), how long after sunset, will the two horns or cusps of the moon's crescent (tscently new) set at the same moment, the crescent with its back down having touched the. horizon first? Semi-diameters, mefraction, and parallax not considered.

\section*{66. Propeed by J. M. COMAW, A. M., Moaterey, Virginia.}

Multiply 6 by 4. Is the problem legitimate when both symbols represent pues number?
[Nore. "A measured or numbered quantity may be divided into a number of parts, or fabms number of times; but no number aap be multiplied or divided into parts." - MoLellan and Domp'A Pr ohology of Number. "The astounding theais is maintalned that number is not a magnitade, dow mif possess quantity at all, and that 'no number can be multiplied or divided into parta'.' "-Lafowi's line' ber and Ite Aloobra.]

\section*{BOOKS.}

Theory of Discrete Manifoldness. By F. W. Franklin. Pamphlet, pages. Published by the Author.

Recent Books on Quaternions (from "Science," Vol. V, pages 699-701), By Dr. Alexander Macfarlane.

This is a concise criticism on the following works: Theorie der Quaternionen, Val Dr. P. Molenbroke; Anwendung der Quaternionen auf dic Geometric, by same author; The Oatlines of Quaternions, by Lieut. Col. H. W. L. Hime ; A Primer of Quaternions, by A. \& Hathaway ; and Utility of Quaternions in Physics, by A. McAulay.
B. F. F.

Application of Hyberbolic Analysis to the Discharge of a Condenser. By Dr. Alexander Macfarlane. Pamphlet, 16 pages.

A paper presented at the annual meeting of the American Institute of Electrical B gineers, May 18th, 1887.
B. F. F.

Introduction to American Literature, including Illustrative Selections mith Notes. By F. V. N. Painter, A. M., D. D., Professor of Modern Langaages in Roanoke College, Author of a History of Education, Introduction to English Lit erature, etc. 8 vo . Cloth, 498 pages. Boston : Leach, Shewell and Sanborn.

This is the best prepared work on American Literature with which we are acoquinh ed. Only the very best productions from the best authors are selected. The eeleciom for special notice, which are chosen to illustrate the distinguishing characteristics of end author are supplied with explanatory notes. The short sketch of our leading writen th written in an intensely interesting manner, all the kernels having been preserved and al the chaff thrown away. Each sketch is preceded by an excellent portrait. B. F. F.
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\section*{BIOGRAPHY.}

James JOSEPH SYLVESTER, LL. D., F. R. S.

BY GEORGE BRUCE HALBTED.

0N Monday, March 15, 1897, in London, where, September 3, 1814, he was born, died the most extraordinary personage for half a centary in the mathematical world.
James Joseph Sylvester was second wrangler at Cambridge in 1837. When we recall that Sylvester, Wm. Thomson, Maxwell, Clifford, J. J. Thomson were all second wranglers, we involuntarily wonder if any senior wrangler except Cayley can be ranked with them.

Yet it was characteristic of Sylvester that not to have been first was always bitter to him.

The man who beat him, Wm. N. Grifin, also a Johnion, afterwards a modest clergyman, was tremendously impressed by Sylvester, and honored him in a treatise on optics where he used Sylvester's first published paper, "Analytical development of Fresnel's optical theory of crystals," Philosophical Magazine, 1837.

Sylvester could not be equally generous, and explicitly rated above Griffin the fourth wrangler George Green, justly celebrated, who died in 1841.

Sylvester's second paper, "On the motion and rest of fluids," Philosophical Magasine, 1838 and 1839, also seemed to point to physics.

In 1838 he succeeded the Rev. Wm. Ritchie as professor of natural philosophy in University College, London.

His unwillingness to submit to the religious tests then enforced at Cambridge and to sign the 39 articles not only debarred him from his degree and from competing for the Smith's prizes, but, what was far worse, deprived him of the Fellowship morally his due. He keenly felt the injustice.

In his celebrated address at the Johns Hopkins University his denoncir tion of the narrowness, bigotry and intense selfishness exhibited in them compulsory creed tests, made a wonderful burst of oratory. These opinions were fully shared by De Morgan, hit colleague at University College. Copies I por sess of the five examination papers set by Sylvester at the June examination, session of \(1839-40\), show him striving as a physicist, but it was all a false start. Even his first paper shows he was always the Sylvester we knew. To the "Index of Contents" he appends the characteristic note: "Since writing this index I have made many additions more interesting than any of the propositions bere cited, which will appear toward the conclusion." Ever he is borne along helpless but ecstatic in the unguvernable flood of his thought.

A physical experiment never suggests itself to the great mental experimenter. Cayley once asked for his box of drawing instruments. Sylvester answered, "I never had one." Bomething of this irksomeness of the outside world. the world of matter, may have made him accept, in 1841, the professorship of. fered him in the University of Virginia.

On his way to America he visited Rowan Hamilton at Dublin in that observatory where the maker of quaternions was as out of place as Sylvester himself would have been. The Virginians so utterly failed to underatand Sylvester, his character, his aspirations, his powers, that the Rev. Dr. Dabney, of Virginia, has seriously assured me that Sylvester was actually deficient in intellect, a sort of semi-idiotic calculating boy. For the sake of the contrast, and to show the sort of civilization in which this genius had risked himself, two letters from 8yl. vester's tutors at Cambridge may here be of interest.

The great Colenso, Bishop of Natal, previously Fellow and Tutor of \(8 t\). John's College, writes: "Having been informed that my friend and former papil, Mr. J. J. Sylvester, is a candidate for the office of professor ef mathematics, I beg to state my high opinion of his character both as a mathematician and a gentleman.
"On the former point, indeed, his degree of Second Wrangler at the University of Cambridge would be, in itself, a sufficient testimonial. But I beg to add that his powers are of a far higher order than even that degree would certify."

Philip Kelland, himself a Senior Wrangler, and then professor of mathematics in the University of Edinburgh, writes: "I have been requested to express my opinion of the qualifications of Mr. J. J. Sylvester, as a mathematician.
"Mr. Sylvester was one of my private pupils in the University of Cam. bridge, where he took the degree of Second Wrangler. My opinion of Mr. Sylvester then was that in originality of thought and acuteness of perception he had never been surpassed, and I predicted for him an eminent position among the mathematicians of Europe. My anticipations have been verified. Mr. Bglves-

3 published papers manifest a depth and originality which entitles them to high position they occupy in the field of scientific discovery. They prove 1 to be a man able to grapple with the most difficult mathematical questions are satisfactory evidence of the extent of his attainments and the vigor of his atal powers."

The five papers produced in this year, 1841, before Sylvester's departure Virginia, show that now his key note is really struck. They adumbrate te of his greatest discoveries.

They are: "On the relation of Sturm's auxiliary functions to the roots of Ugebraic equation," British Assoc. Rep. (pt. 2), 1841; "Examples of the diic method of elimination as applied to ternary systems of equations," Camb. Jour. II., 1841 ; On the amount and distribution of multiplicity in an algeic equation," Phil. Mag. XVII., 1841 ; "On a new and more general theory jultiple roots," Phil. Mag. XVIII., 1841 ; "On a linear method of elimina; between double, treble and other systems of algebraic equations," Phil. Mag. III., 1841 ; "On the dialytic method of elimination," Phil. Mag. XXI., Irish d. Proc. II.

This was left behind in Ireland, on the way to Virginia. Then suddenly irs a complete stoppage in this wonderful productivity. Not one paper, not word, is dated from the University of Virginia. Not until 1844 does wounded bird begin again feebly to chirp, and indeed it is a whole decade re the song pours furth again with mellow vigor that wins a waiting world.

Disheartening was the whole experience; but the final cause of his sudden ndonment of the University of Virginia I gave in an address entitled, "OrigResearch and Creative Authorship, the Essence of University Teaching," Ited in Science, N. S., Vol. I., pp. 203-7, February 22, 1895.

On the return to England with heavy heart and dampened ardor, he takes for his support the work of an actuary and then begins the study of law. In 7 we find him at 26 Lincoln's Inn Fields, "eating his terms." On Novem22,1850 , he is called to the bar and practices conveyancing.

But already in his paper dated August 12, 1850, we meet the significant ses Boole, Cayley, and harvest is at hand.

The very words which must now be used to say what had already happenund what was now to happen were not then in existence. They were afterd made by Sylvester and constitute in themselves a tremendous contribution. he himself says: "Names are, of course, all important to the progress hought, and the invention of a really good name, of which the want, not preasly perceived, is recognized, when supplied, as having ought to be felt, is ensd to rank on a level in importance, with the discovery of a new scientific 3ry."

Hlsewhere he says of himself: "Perhaps I may without immodesty lay \(m\) to the appellation of the Mathematical Adam, as I believe that I have \(m\) more names (passed into general circulation) to the creatures of the mathtical reason than all the other mathematicians of the age combined."

In one year, 1851, Sylvester created a whole new continent, a new in the universe of mathematics. Demonstration of its creation is given 1 Glossary of New Terms which he gives in the Philosophical Transactione 143, pp. 543-548.

Says Dr. W. Franz Meyer in his exceedingly valuable Bericht über dis schritte der projectiven Invariantentheorie, the best history of the subject (
"Als äusseres Zeichen für den Umfang der vorgeschrittenen Entwich mag die ausgedehnte, grösstenteils von Sylvester selbst herrührende Termin dienen, die sich am Ende seiner grossen Abhandlung über Sturm'sche Fur on (1853) zusammengestellt findet."

Using then this new language, let us briefly say what had happened decade when Sylvester's genius was suffering from its Virginia wound. birth-day of the giant Theory of Invariants is April 28, 1841, the date atl by George Boole to a paper in the Cambridge Mathematical Journal whi not only proved the invariantive property of discriminants generally also gave a simple principle to form simultaneous invariants of a system ( functions. The paper appeared in November, 1841, and shortly after, in I ary, 1842, Boole showed that the polars of a form lead to a broad class of iants. Here he extended the results of the first article to more than two \(\mathbf{F}\) Boole's papers led Cayley, nearly three years later (1845), to propose to \(h\) the problem to determine a priori what functions of the coefficients of an tion possess this property of invariance, and he discovered its possession by functions besides discriminants, for example the quadrinvariants of binary tics, and in particular the invariant \(S\) of a quartic.

Boole next discovered the other invariant \(T\) of a quartic and the e: sion of the discriminant in terms of \(S\) and \(T\). Cayley next (1846) publis symbolic method of finding invariants. Early in 1851 Boole reproduced additions, his paper on Linear Transformations; then at last began Sylv He always mourned what he called "the years he lost fighting the world" after all, it was he who made the Theory of Invariants.

Says Meyer: "sehen wir in dem Cyklus Sylvester'scher Publical (1851-1854) bereits die Grundzüge einer allgemeinen Theorie erstehen, " die Elemente von den verschiedenartigsten \(Z\) weigen der späteren Dis umfasst." "Sylvester beginnt damit, die Ergebnisse seiner Vorgänger einem einzigen Gesichtspunkte zuvereinigen."

With deepest foresight Sylvester introduced, together with the or variables, those dual to them, and created the theory of contravariants and mediate forms. He introduced, with many other processes for producing iantive forms, the principle of mutual differentiation.

Hilbert adtributes the sudden growth of the theory to these process producing and handling invariantive creatures. "Die Theorie dieser \(G_{1}\) erhob sich, von speciellen Aufgaben ausgehend, rasch zu grosser Allgeme -dank vor Allem dem Umstande, dass es gelang, eine Reihe von beson der Invariantentheorie eigenthümlichen Prozessen zu entdecken, derer
rendung die Aufstellung und Behandlung invarianter Bildungen beträchtlich mrieichterte."
"Was die Theorie der algebraischen Invarianten anbetrifft so sind die arsten Begründer derselben, Cayley und Sylvester, zugleich auch als die Vertreter der naiven Periode anzusehen : an der Aufstellung der einfachsten Invariantentildangen und an den eleganten Anwendungen auf die Auflösung der Gleichunzen der ersten 4 Grade hatten sie die unmittelbare Freude der ersten Entdecking." It was Sylvester alone who created the theory of canonic forms and procoeded to apply it with astonishing power. What marvelous mass of brand new being he now brought forth!

Moreover he trumpeted abroad the eruption. He called for communications to himself in English, French, Italian, Latin or German, so only the "Latin character" were used.

From 1851 to 1854 he produces forty-six different memoirs. Then comes a dead silence of a whole year, broken in 1856 by a feeble chirp called "A Trifle ma Projectiles."

What has happened? Some more "fighting the world." Sylvester delared himself a candidate for the vacant professorship of geometry in Gresham college, delivered a probationary lecture on the 4th of December, 1854, and was gnominiously "turned down." Let us save a couple of sentences from this Peture:
"He who would know what geometry is must venture boldly into its epths and learn to think and feel as a geometer. I believe that it is impossible D do this, to study geometry as it admits of being studied, and I an conscious E can be taught, without finding the reasoning invigorated, the invention quickmed, the sentiment of the orderly and beautiful awakeded and enhanced, and everence for truth, the foundation of all integrity of character, converted into a lxed principle of the mental and moral constitution, according to the old and expressive adage 'abeunt studia in mures.' "'

But this silent year concealed still another stunning blow of precisely the mame sort, as bears witness the following letter from Lord Brougham to The Lord Panmure:
"Brouанам,
28 Aug. 1855.
Parvate.
Midear P.
My learned excellent friend and brother mathematician Mr. Sylvester is agnin a Eandidate for the professorship at Woolwich on the death of Mr. O'Brian who carried it Eyinst him last year.

I entreat once more your favorable consideration of this eminent man who has almedy to thank you for your great kindness.

> Yours sincerely,
H. Brougitak.

On this third trial, backed by such an array of credentials as no man ever Tesented before, he barely scraped through, was appointed professor of mathelatics at the Royal Military Academy, and served at Woolwich exactly 14 years, ) months, and 15 days.

A single sentence of his will best express his greatest achievement them and his manner of exit thence :
"If Her most Gracious Majesty should ever be moved to recognise the palmary exploit of the writer of this note in the field of English scienceas har ing been the one successfully to resolve a question and conquer an algobricy difficulty which bad exercised in vain for two centuries past, since the timo Newton, the highest mathematical intellects in Europe (Euler, Lagrange, Mem laurin, Waring among the number), by conferring upon him some honorary dir tinction in commemoration of the deed, he will crave the privilege of being 2 lowed to enter the royal presence, not covered, like De Courcy, bat barefootel with rope around his waist, and a goose-quill behind his ear, in token of repentanf humility, and as an emblem of convicted simplicity in having once supposed the on such kind of success he could found any additional title to receive fair and jul consideration at the hands of Her Majesty's Government when quitting his ap pointment as public professor at Woolwich under the coercive operation of a noo. Parliamentary retrospective and utterly unprecedented War Office enactment." Athenæum Club, January 31, 1871. Of course this means a row of barren yean 1870, 1871, 1872, 1873.

The fortunate accident of a visit paid Sylvester in the autumn of 1878 h Pafnuti Lvovich Chebyshev, of the Universty of St. Petersburg, reawakened or genius to produce in a single burst of enthusiasm a new branch of science.

On Friday evening, January 23, 1874, Sylvester delivered at the Rogl' Institution a lecture entitled "On Recent Discoveries in Mechanical Converina of Motion," whose ideas, carried on by two of his hearers, H. Hart and A. R Kempe, have made themselves a permanent place even in the elements of georetry and kinematics. A synopsis of this lecture was published, but so curtaikd and twisted into the third person that the life and flavor are quite gone from it I possess the unique manuscript of this epoch-making lecture as actually delirored. A few sentences will show how characteristic and inimitable was the original form :
"The air of Russia seems no less favorable to mathematical acumen the to a genius for fable and song. Lobacheffsky, the first to mitigate the severity \& the Euclidean code and to beat down the bars of a supposed adamantine necersity, was born (a Russian of Russians), in the government of Nijni Novgorod; Tchebicheff [Cheinshev], the prince and conqueror of prime numbers, ablo to cope with their refractory character and to confine the stream of their erratie flow, their progression, within algebraic limits, in the adjacent circumscription od Moscow ; and our own Cayley was cradled amidst the snows of St. Petersbarg." [Sylvester himself contracted Chebyshev's limits for the distribution of primee.] "I think I may fairly affirm that a simple direct solution of the problem of the duplication of the cube by mechanical means was never accomplished down th this day. I will not say but that, by a merciful interpretation of his oracle, Apolh may have put up with the solution which the ancient geometers obtained by means of drawing two parabolic curves ; but of this I feel assured that had I beal
alive, and could have shown my solution, which I am about to exhibit to Apollo would have leaped for joy and danced (like David before the ark), my triple cell in hand, in place of his lyre, before his own duplicated altar."

That in the very next year Sylvester was taking a more active part than bitherto been known in the organization of the incipient Johns Hopkins Unity is seen from the following letter to him in London from the great Joseph ry :

Smithbonian Inetitution, August 25, 1875.
mar git :
Your letter of the 18th inst. has just been received and in reply I have to say that I written to Preaident Gilman of the Hopkins University giving my views as to what ght to be and have stated that if properly managed it may do more for the advance of ture and science in this country than any other institution ever established ; it is enindependent of public favor and may lead instead of following popular opinion.
I have advised that liberal salaries be paid to the occupants of the principal chairs hat to fill them the best men in the world who can be obtained should be secured.
I have mentioned your name prominently as one of the very first mathematicians of ay; what the result will be, however, I can not say.
The Trustees are all citizens of Baltimore and among them I have some personal Is; the Preaident, Mr. Gilman, and one of them, came to Washington a few weeks ago \(t\) from me any suggestions that I might have to offer.
It is to be regretted that in this country the Trustees, who control the management queste of this character, think it important to produce a palpable manifestation of the ;ution to be eatablished by spending a large amount of the bequest in architectural ays. Against this custom I have protested and have asserted that if the proper men the necessary implements of instruction are provided, the teaching may be done in abins.
-
It would give me great pleasure to have you again as my guest, and I will do what I o secure your election.

Very truly your friend,
Jobsph Henry.
We know the result.
Sylvester was offered the place; demanded a higher salary; won; came.
I was his first pupil, his first clase, and he always insisted that it was I brought him back to the Theory of Invariative Forms. In a letter to me of ember 24, 1882, he writes: "Nor can I ever be oblivious of the advantage th I derived from your well-grounded persistence in inducing me to lecture he Modern Algebra, which had the effect of bringing my mind back to this ect, from which it had for some time previously been withdrawn, and in h I have been laboring, with a success which has considerably exceeded my sipations, ever since."

He made this same statement at greater length in his celebrated address e Johns Hopkins on February 22, 1877: "At this moment I happen to be ged in a research of fascinating interest to myself, and which, if the day only mds to the promise of its dawn, will meet, I believe, a sympathetic response the professors of our divine algebraical art wherever scattered through the d.

\footnotetext{
"There are things called Algebrajcal Forms ; Professor Cayley calls them
}

Quantics. These are not, properly speaking, Geometrical Forms, although d pable, to some extent, of being embodied in them, but rather schemes of p cesses, or of operations for forming, for calling into existence, as it were, ad braic quantities.
"To every such Quantic is associated an infinite variety of other fon that may be regarded as engendered from and floating, like an atmosphea around it ; but infinite in number as are these derived existences, these emper tions from the parent form, it is found that they admit of being obtained by com. position, by mixture, so to say, of a certain limited number of fundame' tal forms, standard rays, as they might be termed, in the Algebraic Spectrom the Quantic to which they belong; and, as it is a leading pursuit of the phyf cists of the present day to ascertain the fixed lines in the spectrum of ensi chemical substance, so it is the aim and object of a great school of matheme cians to make out the fundamental derived forms, the Covariants and Invariath, as they are called, of these Quantics.
"This is the kind of investigation in which I have, for the last monther two, been immersed, and which I entertain great hopes of bringing to a succom ful issue.
"Why do I mention it here? It is to illustrate my opinion as to the it valuable aid of teaching to the teacher, in throwing him back upon his omi thoughts and leading him to evolve new results from ideas that would haveotber. wise remained passive or dormant in his mind.
"But for the persistence of a student of this university in urging upon m his desire to study with me the modern algebra I should never have been led to this investigation; and the new facts and principles which I have diecorver, in regard to it (important facts, I believe) would, so far as I am concerned, havit remained still hidden in the womb of time. In vain I represented to this it quisitive student that he would do better to take up some other subject lying hen off the beaten track of study, such as the higher parts of the Calculus or Ellipetiof Functions, or the theory of Substitutions, or I wot not what besides. He stonk with perfect respectfulness, but with invincible pertinacity, to his point. If would have the New Algebra (Heaven knows where he had heard abont it, for is almost unknown on this continent), that or nothing. I was obliged to yide, and what was the consequence? In trying to throw light upon an obecore ers planation in our text-book my brain took fire ; I plunged with requickened mal into a subject which I had for years abandoned, and found food for thougtris which have engaged my attention for a considerable time past, and will probaly: occupy all my powers of contemplation advantageously for several monthe thi come."

Another specific instance of the same thing he mentions in his paper; "Proof of the Hitherto Undemonstrated Fundamental Theorem of Invarisata," dated November 13, 1877 :
"I am about to demonstrate a theorem which has been waiting proof fer the last quarter of a century and upwards. It is the more necessary that thin
ould be done, because the theorem has been supposed to lead to false concluins, and its correctness has consequently been impugned. Thus in Professor it de Bruno's valuable Theorie des formes binaires, Turin, 1876, at the foot of ge 150 occurs the following passage: "Cela suppose essentiellement que les uations de condition soient toutes indépendantes entr'elles, ce qui n'est pas touurs le cas, ainsi qu'il résulte des recherches du Professor Gordan sur les nomes des covariants des formes quintique et sextique."

The reader is cautioned against supposing that the consequence alleged ove does result from Gordan's researches, which are indubitably correct. This pposed consequence must have arisen from a misapprehension, on the part of . de Brano, of the nature of Professor Cayley's rectification of the error of reoning contained in his second memoir on Quantics, which had led to results cordant with Gordan's. Thus error breeds error, unless and until the persious brood is stamped out for good and all under the iron heel of rigid demonation. In the early part of this year Mr. Halsted, a fellow of Johns Hopkins uiversity, called my attention to this passage in M. de Bruno's book; and all I ald say in reply was that 'the extrinsic evidence in support of the independce of the equations which had been impugned rendered it in my mind as cerin as any fact in nature could be, but that to reduce it to an exact demonstrain transcended, I thought, the powers of the human understanding.' "

In 1883 Sylvester was made Savilian professor of geometry at Oxford, the st Cambridge man so honored since the appointment of Wallis in 1649.

To greet the new envirunment, he created a new subject for his researches -Reciprocants, which has inspired, among others, J. Hammond, of Oxford; Mcabon, of Woolwich; A. R. Forsyth, of Cambridge; Leudesdorf, Elliott and alphen.

Sylvester never solved exercise problems such as are proposed in the Edsational Times, though he made them all his life long down to his latest years. or example, unsolved problems by him will be found even in Vol. LXII. and ol. LXIII. of the Educational Tinies reprints (1895). If at the time of meeting - own problem be met also a neat solution he would commanicate them tother, but he never solved any. In the meagre notices that have been given of plveater the etrangest errors abound. Thus C. S. Pierce, in the Post, March Wh, speaks of his accepting, "with much diffidence," a word whose meaning he wer knew; and gives 1862 as the date of his retirement from Woolwich, which eight years wrung, as this forced retirement was July 31, 1870, after his 55th rthday. Cajori, in his inadequate account (History of Mathematics, p. 326), its the studying of law before the professorship at University College and the ofessorship at the University of Virginia, both of which it followed. Effect nat follow cause. And strange, that of the few things he ascribes to Sylvester, I should have hit upon something not his, "the discovery of the partial differtial equations satisfied by the invariants and covariants of binary quantics." it Sylvester has explicitly said in Section VI. of his "Calculus of Forms:" "I laded to the partial differential equations by which every invariant may be de-
fined. M. Aronhold, \(\boldsymbol{*}\) I collect from private information, was the firat to think of the application of this method to the subject; but it was Mr. Caylay who conmanicated to me-the equations which define the invariants of functions of two variables."

Sorely he needs nothing but his very own, this marvellons man who gave so lavishly to every one devoted to mathematics, or, indeed, to the highest advance of human thought in any form.

Unicrraity of Texar.

\section*{NEW AKD OLD PROOFS OF THE PYTHAGOREAN THEOREI.}


[Contrined Arom Mintole Number.]
III. Proofa Rrbuliting from Comparison of Areak.
 The poealite anmber of varioties of "ditenection proots"' is ebvolittoly ualimited.
XXXIII. Fig. 25.

Rectangle \(A M\) is equivalent to \(2 \triangle F A C\) is equivalent to \(2 \triangle E A B\) is equiralent to aquare \(E C\). Similarly, rectangle \(B H\) is equivalent to square \(\boldsymbol{K} C\).
\(\therefore\) Addıng, square \(A H\) is equivalent to square \(E C+\) square \(K C\).

Euclid's Proof. Prop. 47, Book I.
XXXIV. Fig. 25.

Rectangle \(A H\) is equivalent to parallelogram \(A n=\) parallelogram \(A O\) is equivalent to mquare \(A D\). Similarly, rectangle \(B M\) is equivalent to equare \(R L\).
\(\therefore\) Adding, square \(A I I\) is equivalent to square \(A D+\) equare \(B L\).

Edwards's Geometry, page 160.
XXXV. Fig. 25.
\(A B\) Ad is equivalent to \(A B O E\) is equivalent to \(A C D E\).
\(A B \cdot B e\) is equivalent to \(A B K P\) is equivalent to \(B K^{*} L C\).
\(\therefore\) Adding. \(A B(A d+B e)\) is equivalent to


Fig. 25. \(A B(A A+d R)\) is equavalent to \(A B \cdot A F=A B H F\) is equivalent to \(A C D E+B K L C\).
XXXVI. Fig. 25.
\(A F M N\) is equivalent to \(A F a C\) is equivalent to \(A C \cdot A f=A C D E\). Similar\(15, B H M N\) is equivalent to \(B K L C\).
\(\therefore\) Adding, \(A B F F\) is equivalent to \(A C D E+B K L C\).
Vieth, 1805.
XXXVII. Fig. 25.
\(F M c=A d E ; A f F=E D O ; A N a f=A d O c\).
\(\therefore A F M N\) is equivalent to \(A C D E\). Similarly, \(B H M N\) is equivalent to BKLC.
\(\therefore A B H F\) in equivalent to \(A C D E+B K L C\).
E. von Littrow, 1889.
XXXVIII. Fig. 25.
\(A V a F=R U C A ; F a H=A E R ; H h B=P L K\) is equivalent to \(R D U+C L K T ;\) \(B \boldsymbol{B} \boldsymbol{V}=\boldsymbol{K} \boldsymbol{B T}\).
\(\therefore A B H F\) is equivalent to \(A C D E+B K L C\).
XXIX. Fig. 25.
\(A V a F=R U C A ; F a H=A E R ; R D U=H n W ; B h_{m} W=B K L S\); \(B h V\) \(=B C S\).
\(\therefore A B H F\) is equivalent to \(A C D E+B K L C\).
XL. Fig. 26.
\(A F M R\) is equivalent to \(A C N O\) is equivalent to \(A C D E\). Su, \(B H M R\) is equivalent to \(B K L C\).
\(\therefore A B H F\) is equivalent to \(A C D E+B K L C\).
Sechhio, 1758.
XLI. Yig. 26.
\(A F M R\) is equivalent to \(A F a C=E S L D\) is equivalent to \(A C D E\). So. \(B H M R\) it equivalent to \(B K L C\).
\(\therefore A B H F^{\prime}\) in equivalent to \(A C D E+B K L C\).
Rdwardg's Geometry, page 158.
XLII. Fig 26.
\(C A F U=A C N B\), and \(C n U=C N D\).
FaCA (is equivalent to \(A F M R\) ) is equiv-
siont to \(A C D E\). So, \(B H M R\) is equivalent to \(B K L C\).
\(\therefore A B H F^{\prime}\) is eqnivalent to \(A C D E+B K L C\).
XLIIL. Fig. 26.
\(F n=A C=V n\).
\(\therefore F_{n} \cdot V_{n}\) (in equivalent to \(A F_{a} C\) ) \(=A C D E\).
\(\therefore A R H F\) is equivalent to \(A C D E\). Su, \(B H M R\) in equivalent to \(B K L C\).
\(\therefore A B H F\) is equivalent to \(A C D E+B K L C\).


Fig. 26.
XLIV. Fig. 28.
\(A F H d=O A B c\) is equivalent to \(A E O c C\).
\(B c H=K B T\) is equivalent to \(K B C b+O D c . \quad B e d=K L b\).
\(\therefore A B H F\) is equivalent to \(A C D E+B K L C\).
XLV. Fig. 26.
\(H a W=K L b\). AFHaWB is equivalent to \(A C B W F\) in equivalent to ONPfA is equivalent to \(O N C A+N P f C\) is equivalent to \(A C D E+B K b C\).
\(\therefore A B H F\) is equivalent to \(A C D E+B K L C\).
[To be Contsued.]

\title{
TON-TUCLIDBAN GTOMRTRY: EISTORICAL AND EXPOBIT0RY,
}


[Continued from Aprit Numbere]
Proposition XXVII. If a straight \(A X\) (Fig. 32.) dirawes at any howewr small angle from the point \(A\) of \(A B\), muat at length meet (anyhow at an infinite dir tance) any porpendicular \(B X\), which is supposed ererted at any distance from thit point \(A\) upon the secant \(A B\) : I say there will then be no mare place for the hypult. sois of acute angle.

Proof. From any point \(K\) chosen at will in \(A B\) near the point \(A\), the perpendicular \(K L\) is erected to \(A B\), which certainly (from Cor. II. of the preceding proposition) meets \(A X\) at a finite or terminated distance in some point \(L\). But now it bolds that there may be assumed in \(K B\) portions \(K K\) each equal to a certain aseignable length \(R\), and these more than any assignable finite number; since in. deed the point \(B\) can be situated, in accordance with the present supposition, at however great a distance from this point \(A\).


Fig. 32.

And accordingly from the other points \(K\) are erected to \(A B\) perpendicalars \(K H, K D, K P\), which all (from the aforesaid corollary) meet the straight \(A X\) in certain points \(H, D, P\); and so about the remaining points \(K\) uniformly desif: nated toward the point \(B\).

It holds secondly (from En. I. 16) that the angles at the pointe \(L, H, D\), \(P\) will all be obtuse toward the parts of the points \(\boldsymbol{X}\); and just so (from Bu . I. 18) the angles at the aforesaid points will all be acute toward the point \(A\).

Therefore (from Cor. II. after 8 of this) the side \(K \boldsymbol{H}\) will be greater than the side \(K L\); the side \(K D\) greater than the side \(K H\); and so always proceeding towarda the points \(X\).

It holds thirdly that the four angles together of the quadrilaters KLHK will be greater than the four angles together of the quadrilateral \(K H D K\) : for this in like case has already been demonatrated in XXIV of this.

It holds fourthly that the same is valid likewise of the quadrilateral \(K H D K\) in reiation to the quadrilateral \(K D P K\); and \(s 0\) on alwaya, proceeding to quadrilaterals more remote from this point \(A\).

Since therefore are present (an in XXV of this) as many quadrilaterals decribed in the aforesaid mode, as there are, except the flrst \(L K\), perpendiculars let fall from points of \(A X\) to the straight \(A B\), it will hold uniformly (if we aesome aine perpendiculars of this sort let fall, besides the first) the sum of all the angles which ere comprebended by these nine quadrilaterals will exceed 35 right anglea; and therefore the four anglea together of the first quadrilateral \(K L H K\), which indeed in this regard has been shown the greatest of all, will fall short of fuar right angles by less then the ninth part of one right angle. Wherefore, these quadrilaterals being multiplied beyond any assignable finite number, proceeding elways toward the parte of the points \(X\), it holds in the same way (asin the same elready recited theorem) that the four angles together of this stable quadrilatera] \(K H L K\) will fall short of four right angles less than any assignable little portion of one right angle.

Therefore these four angles together will be either equal to four right anglew, or greater.

But then (from XVI of this) is eatablighed the hypothesis either of right angle or of obtuae angle; and therefore (from V and VI of thia) is deatroyed the hypothetin of acute angle.

Bo then it holds, that there will be no place for the bypothesis of acute angle, if the straight \(\boldsymbol{A} X\) drawn under however amall angle from the point \(A\) of \(A B\) must at length meet (anyhow at an infinite distance) any perpendicalar \(B X\), Which is supposed erected at any distance from this point \(A\) upon thia secant \(A B\).

Quod erat etc.

\section*{GOKE DIVIBTBILITY TESTE.}


In the Educational Times for March, 1897, Professor Sylvester proposed the following problem: "If the digits \(r\) in number of any integer \(N\) read from left to right be multiplied repestediy by the first \(r\) terms of the recurring series
\(1,4,3,-1,-4,-3 ; \dot{1}, \dot{4}, \dot{3},-i,-\dot{4},-\dot{3}\), show that, if the sum of these products be divisible by 13 , so \(N\) will be, and not otherwise." The reason for the rule is apparent when we notice that \(1,4,3,-1,-4,-3\) are the remainders in reverse order of \(10^{\prime}, 10^{2}, 10^{3}, 10^{4}, 10^{6}, 10^{6}\) mod. 13 ; or what is the same thing in the development of its as a circulating decimal.

Since we may prefix any number of ciphers to any number, it is clear that we may start with any number of the series only being careful to preserve the cyclical order. For example, we might equally as well write the series \(3,-1\), \(-4,-3,1,4\).

Example. 11140640173 is divisible by 13 because \(1(1)+4(1)+3(1)-1(4)\) \(-4(0)-3(6)+1(4)+4(0)+3(1)-1(7)-4(3)=-26=-2(13)\).

728 is divisible by (13) because \(3(7)-1(2)-4(8)=-13\).
The reason for the rule suggests its extension to any number whatever.
Thus \(\ddagger\) developed in a circulating decimal gives the constant remainder 1 and we have the well known rule that a number is divisible by 3 if the sum of its digits is so. \(\frac{1}{7}\) developed in a circulating decimal gives the series \(2,3,1, \mathbf{2}\), \(-3,-1\). Thus 6028620892 is divisible by 7 because \(2(6)+3(\mathrm{C})+1(2)-2(8)\) \(-3(6)-1(2)+2(0)+3(8)+1(9)-2(2)=7\).

For 11 the remainders are \(1,-1\), and we have the known rule for divisibility by 11. For 13 the rule is as stated by Sylvester. For 17 we find the series \(1,-5,8,-6,-4,3,2,7,-1,5,-8,6,4,-3,-2,-7\). Thus 442 is divisible by 17 because \(3(4)+2(4)+7(2)=34=2(17)\).

For 19 we have the series \(1,2,4,8,-3,-6,7,-5,9,-1,-2,-4\), \(-8,3,6,-7,5,-9\). It is clear that in this way we can find similar teets of divisibility for any number whatever, but it does not seem worth while to pash the matter further except in special cases.

A simple rule for divisibility by 37 may be found in this way. The remainders are \(1,-11,10\). Thus 343619 is divisible by 37 because 1(3)-11(4) \(+10(3)+1(6)-11(1)+10(9)=74=2(37)\).

May 7, 1897.

\section*{INTRODUCTION TO DIFFERENTIATION.}

By JOHI MACIIE, A. M., Professor of Mathematios, Univeraity of Morth Dekota
1. In the identity \(\frac{r^{n}-1}{r-1}=r^{n-1}+r^{n-2}+\ldots \ldots . r+1\),

Since \(r\) may have any value, let \(r=\frac{x^{1 / m}}{2^{1 / m}}\); then, by substituting this value for \(r\) in (1), multiplying both members by \(z \frac{n-1}{m}\), and simplifying, we obtain
\[
\begin{equation*}
\frac{x^{m / m}-2^{m / m}}{x^{1 / m}-z^{1 ; m}}=x^{\frac{n-1}{m}}+x^{\frac{n-2}{m} z^{-\frac{1}{m}}}+\ldots x^{\frac{1}{m}} z^{\frac{n-2}{m}}+z^{\frac{n-1}{m}} . \tag{2}
\end{equation*}
\]

Dividing both members of (2) by the factor that rendered \(x^{1 / m}-\boldsymbol{z}^{1 / m}\) ration-

\[
\begin{equation*}
\frac{x^{n / m}-z^{n} / m}{x-z}=\frac{x^{\frac{n-1}{m}}+z^{\frac{n-2}{m} z^{\frac{1}{m}}}+\ldots \ldots x^{\frac{1}{m} z^{\frac{n-2}{m}}+z^{\frac{n-1}{m}}}}{x^{\frac{m-1}{m}}+x^{\frac{m-2}{m} z^{\frac{1}{m}}}+\ldots \ldots x^{\frac{1}{m} z^{\frac{m-2}{m}}+z^{\frac{n-1}{m}}} .} \tag{3}
\end{equation*}
\]
which, as \(n\) may have any value, \(\pm 1\) included, is a general expression for the ratio of the difference of two like powers to the difference of their bases.

In (3), if we suppose \(z=x\), since, then, there are in the numerator of the second member \(n\) terms, each \(=x \frac{n-1}{m}\), and in the denuminator \(m\) terms, each \(=x^{\frac{m-1}{m}}\) we obtain, for \(z=x\),
\[
\left[\frac{x^{\frac{n}{m}}-2^{\frac{n}{m}}}{x-2}\right]_{x=2}=\frac{0}{0}=\frac{n x^{\frac{n-1}{m}}}{m x^{\frac{m-1}{m}}}=\frac{n}{n} x^{(n / m)-1}
\]
the first member assuming tne indeterminate form on account of the presence in numerator and denominator of the factor \(\boldsymbol{x}^{1 . m}-z^{1 / m}\), which becomes zero by hypothesis. Hence, as \(m\) may have any value, the formula
\[
\begin{equation*}
\left[\frac{x^{n}-2^{n}}{x-2}\right]_{x=8}=n x^{n-1} \tag{4}
\end{equation*}
\]
holds true for every value of \(n\). For the sake of simplicity of statement we shall suppose in what immediately follows \(m=1\), and \(n=a\) positive integer.

Then (3) becomes
\[
\frac{x^{n}-2^{n}}{x-2}=x^{n-1}+x^{n-2}+\ldots \ldots x 2^{n-2}+2^{n-1}
\]
2. Now, instead of regarding \(x\) and \(z\) in ( \(3^{\prime}\) ) as unknown constants, we may regard them as denoting different values of the same variable \(z\), as it varies from \(z=0\), through \(z=x\), toward \(z=+\infty\). From this point of view we see that, assigning any two values to \(x\) and \(z\), each member of ( \(3^{\prime}\) ) expresses the ratio of the inerement of the power to the increment of the base, between these values; or, briefly expressed, gives the rate of increase of \(z^{n}\). For example, let \(z=0, x=a\); then both members of ( \(3^{\prime}\) ) become \(a^{n-1}\), the average rate of increase of \(z^{n}\) while \(z\) increases from 0 to \(a\); i. e. while \(z\) has increased by \(a\) unite, \(z^{n}\) has increased \(a^{n-1}\) times as fast. We say "average rate"' because, as will be seen by giving different values to \(a\), the rate of increase of \(z^{n}\) is continually accel-
erating, just as the velocity or rate of motion of a falling body is contint accelerating.
3. If now we suppose \(z=x-h, h\) being infinitely small, the second \(m\) ber of ( \(3^{\prime}\) ) will be less than \(n x^{n-1}\) by a difference infinitely small ; and if we pose \(z=x+h\), the second member of ( \(3^{\prime}\) ) will be greater than \(n x^{n-1}\) by a differ infinitely sunall ; we infer, accordingly (the values of that second member br continoous) that \(n x^{n-1}\) represents the rate of increase of \(z^{n}\) when \(z\) is pas through \(x\). For, if \(n x^{n-1}\) does not represent the rate of increase of \(z^{n}\) when passing through \(x\), for what value of \(z\) does it represent the rate?

The difficulty that is here experienced arises from the fact that we \(b\) here to deal, not with a constant ratio, as in algebra, but with a ratio that ' ies continuously as its terms vary, ratios of frequent occurence in phy and kindred sciences. Thus, when we say that a falling budy at a certain \(p\) p in its descent has a velocity of 50 feet a second, we do not mean that the \(b\) moves at that rate during any assignable period of time, but would descend 1 distance in a second, if the motion continued uniform. In the same way, na does not mean the rate of increase of \(z^{n}\) during an interval of increase of \(z\) but rate at which \(z^{n}\) would increase if the rate became constant from \(x\).

From the limitation of our faculties, we are unable to realize the absol as, for example, to draw or even conceive a straight line absolutely with breadth. Yet, while admitting this inability, we ignore in our reasonings u straight lines all that is inconsistent with their definition. Similarly, whils our conception of a variable, a changing velocity for example, we can not t thinking of the element of change as constant for some interval, however min we here, again, ignore whatever is inconsistent with the definition of a vari as changing continuously. There is no objection, then, to our assisting ourgr of the idea by regarding a power of a variable as changing by infinitely st constant* elements, as long as we ignore inconsistent consec̣uences.
4. Def. Function, as usual. Example, \(x^{n}\) a function of \(x\).
5. Def. A variable being supposed to change by infinitely small ments, such an element is called the differential of the variable. The differer of a variable is denoted by the symbol \(d\) prefixed to the symbol of the varia Thus \(d x, d\left(x^{n}\right)\), are read respectively, the differential of \(x\), the differential of \(x^{\prime \prime}\)

It has already been seen that \(d\left(x^{n}\right)=n x^{n-1} d x\), that is when the variab. passing through the value \(x\), the power is changing \(n x^{n-1}\) times as fast as the iable. Hence \(n x^{n-1}\) is called the differential coefficient of \(x^{n}\), etc.
6. (Here would follow the demonstration of the rules for algebraic s of variables, found much as usual. The rule for the differential of products be found as follows, without the intervention of series.)
7. To find the differential of the product of two variables, say \(x y\).
\[
\begin{aligned}
& \because 2 x y=(x+y)^{2}-x^{2}-y^{2} . \\
& \therefore 2 d(x y)=2(x+y) \times d(x+y)-d\left(x^{2}\right)-d\left(y^{2}\right) .
\end{aligned}
\]

\footnotetext{
That is, constant during an inifiltoly small interval.
}
\[
2 d(x y)=2(x+y)(d x+d y)-2 x d x-2 y d y .
\]
i. e. \(d(x y)=x d x+x d y+y d x+y d y-x d x-y d y\).
i. e. \(d(x y)=x d y+y d x\).

From this may be derived rules for \(d(x y z)\), etc., and \(d(x / y)\).
8. Here would follow demonstration by differentials of Binomial Formula all values of \(n\), with exercises.
9. Here would follow the algebraic deduction of some such formula as :
\[
\begin{aligned}
& \log (1+z)=M\left(z-\frac{\left.1 z^{2}+t z^{3}-\ldots . . \text { ad inf. }\right)}{\text { whence } d(\log 1+z)=M\left(1-z+z^{2}-\ldots \ldots \text { ad inf. }\right) d x} \begin{array}{rl}
d(\log 1+z) & =M \cdot \frac{1}{1+z} \cdot d x
\end{array}\right.
\end{aligned}
\]
putting \(x\) for \(1+z\) we have
\[
d \log x=M(d x / x) .
\]

Whence may be derived \(d\left(a^{x}\right)=a^{x} \log a\), etc.
10. Here would follow the algebraic deduction of
\[
\begin{array}{r}
\sin x=x-\left(x^{3} / 3!\right)+\left(x^{4} / 5!\right)-\left(x^{8} / 7!\right)+\ldots . \\
\text { and } \cos x=1-\left(x^{2} / 2!\right)+\left(x^{4} / 4!\right)-\left(x^{4} / 6!\right)+\ldots . .
\end{array}
\]

From (1), \(d(\sin x)=\left\{1-\left(x^{2} / 2!\right)+\left(x^{4} / 4!\right)-\left(x^{8} / 6!\right)+\ldots \ldots\right\} d x=\cos x d x\), | from (2), \(d(\cos x)=-\sin x d x\), etc.
11. Then might follow applications to questions of maxima and minima, Then dedaction of Taylor's Theorem, with applications.

\section*{ARITHMETIC.}
nducted By B. F. FITETL, 8priagield, Mo. All contributions to this department should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
79. Prepead by F. M. PRIEST, 8t. Lovis, Mo.

How many \(\$ 20\) gold pieces can be put in a room 20 feet long, 18 feet wide, 9 feet high?

Solution by B. F. FIMEEL, A. M., M. 8e., Proteccor of Mathematioe and Phyotios, Drary Colloge, 8prtas 8priagtield, Miseouri.

A \(\$ 20\) gold piece is about \({ }_{1} 8 \delta\) of an inch thick, and about \(1_{\mathbf{g}}{ }^{\mathbf{f}}\) inches in diameter. By putting the pieces in cylindrical layers lengthwise of the room, we can place ( \(18 \times 12\) ) +1 每 or 160 cylinders in the first layer, each cylinder containing \((20 \times 12)+{ }_{r} 8 \delta\) or \(3000 \$ 20\) gold pieces. By rectangular arrangement of the cylinders we can put in \((9 \times 12)+1\) y or 80 layers. Hence, by this arrangement, we can put \(80 \times 160 \times 3000=38,400,000\) pieces in the room.

By laying the cylinders of the second layer of cylinders between two cylinders of the first layer, the distance between the plane of centers of the first layer and the plane of centers of the second layer is,\(\overline{\left.\left(\frac{1}{2}\right)^{2}-(f\}\right)^{2}}=\left\{\begin{array}{l}3 \\ 1 / 3\end{array}\right.\) Hence, there can be placed in the room, by this arrangement, \((9 \times 12)+\frac{z}{7} f^{\prime} 3\) or 92 layers +.376 of a layer.

In these 92 layers 46 layers would contain 160 cylinders and 46 would cantain 159. But since there is still room at the top the last layer can be placed in so as to contain 160 cylinders.

Hence, there will be 47 layers of 160 cylinders and 45 layers of 159.
Since each cylinder contains \(3000 \$ 20\) gold pieces, there can be placed in the room by this method ( \(47 \times 160+45 \times 159) \times 3000=44,025,000\) pieces.

It is possible that by considering other dimensions in the same way as the width in this solution a still larger number may be placed in the room.

\section*{Charles C. Cross obtained as his answor \(88,400,000\).}

\section*{80. Proposed by CRARLES C. CRO88, Laytonsvillo, Maryland.}

From a cask containing 10 gallons of wine, a servant drew of 1 gallon each day, for five days, each time supplying the deflciency by adding a gallon of water. Afterwards, fearing detection, he again drew off a gallon a day for five days, adding each time a gallon of wine. How many gallons of water still remained in the cask? [From Quackenbor' Ar ithmetic.]

Solution by B. F. FIMEBL, A. M., M. 80., Profeasor of Mathematice and Phytics, Drery Colloge, Spring Ield, Miscouri.

Let 10 gallons \(=a, 1\) gallon \(=b\), the quantity of water or wine added after each draught, \(\boldsymbol{1}^{\prime}=b / a=1 / n\), the part drawn off each time.

Then \(a-a / n=a\left(\frac{n-1}{n}\right)=\) quantity of wine left after first draught ;
\(a\left(\frac{n-1}{n}\right)-1 / n\) of \(a\left(\frac{n-1}{n}\right)=a\left(\frac{n-1}{n}\right)^{2}=\) quantity of wine left after second draught ;
\[
a\left(\frac{n-1}{n}\right)^{2}-1 / n \text { of } n\left(\frac{n-1}{n}\right)^{2}=a\left(\frac{n-1}{n}\right)^{3}=\text { quantity of wine left after third }
\] draught ; and \(a\left(\frac{n-1}{n}\right)^{m}=\) quantity left after the \(\boldsymbol{m}\) th draught \(=A\).

Then \(a-A=\) water in the cask.
\(A+b=\) quantity of wine in cask before the ( \(m+1\) )th draught since \(b\) gallons of wine are added.
\(A+b-[(A / n)+(b / n)]+b=A\left(\frac{n-1}{n}\right)+b\left(\frac{n-1}{n}\right)=\) quantity of wine beore the \((m+2)\) th draught.
\(2\left(\frac{n-1}{n}\right)+b\left(\frac{2 n-1}{n}\right)-A\left(\frac{n-1}{n^{2}}\right)-b\left(\frac{2 n-1}{n^{2}}\right)+b=A\left(\frac{n-1}{n}\right)^{2}-b\left(\frac{3 n^{2}-3 n+1}{n^{2}}\right)\)
\(=\) quantity of wine before the \((m+3)\) th draught.
\(\because A\left(\frac{n-1}{n}\right)^{p}+b\left(p_{n}^{p-1}-\frac{p(p-1)}{1.2} n^{p-2}+\ldots \ldots\right)+b\)
\[
=A\left(\frac{n-1}{n}\right)^{p}+b\left(\frac{n^{p}-(n-1)^{p}}{n^{p}}\right)
\]
\(=q u a n t i t y\) of wine left after \((m+p)\) th draught \(=a\left(\frac{n-1}{n}\right)^{m+p}+b\left(\frac{n^{p}-(n-1)^{p}}{n^{p}}\right)\)
In the present case, \(a=10, b=1,1 / m=1^{\prime} \sigma, m=5\), and \(\gamma=5\). Hence, subtituting, we have \(10\left[\frac{10-1}{10}\right]^{10}+1 \cdot\left[\frac{10^{6}-(10-1)^{6}}{10^{6}}\right]=7.581884401\) gallons, be quantity of wine left after putting in the last gallon of wine, and, therefore, b.418115599 gallons=:quantity of water in the cask.

\section*{GEOMETRY.}

Gominctad by B. F. FIIEEH. 8peingiold, Mo. All contributions to this department should be sent to him.

\section*{SOLUTIONS OF PROBLEMS.}
71. Propeced by ROEEET J. AKIT, A. M., Ph. D., Profeasor of Mathematics, Indiana Oniveraity, BloomLrum, Indiam.

Prove by pure geometry: A perpendicular at the middle point, \(M_{a}\), of The side \(B C\) of the triangle \(A B C\) meets the circumcircle in \(A^{\prime}\). On this perpenbicular \(A^{\prime \prime}\) and \(A^{\prime \prime \prime}\) are taken so that \(M_{a} A^{\prime \prime}=M_{a} A^{\prime}\) and \(A^{\prime \prime} A^{\prime \prime \prime}=A H\). ( \(H\) is the thocenter of triangle \(A B C\).) Prove that \(A^{\prime \prime \prime}\) is on the circumicircle.



Let \(M_{8} A_{1}=M_{8} A_{8}, A_{8} A_{3}=A B\), to prove \(A_{8}\) on the circomference sircle. Since \(A_{,} A_{1}\) in a line through \(M\), the center of the circle, the proposition is in effect to prove \(A_{3}\) one extremity of the diameter through \(M_{c}\)

By the condition \(A B=A_{4} A_{3}\), and is parallel to it, therefore \(A E A_{3} A_{8}\) in a parallelogram.

Also triangles \(B H A\) and \(M_{*} M M_{b}\) are mimilar, hence since \(2 M_{s} M_{j}=A B\), we have \(A F I=2 M M_{c}\).

Therefore, \(A_{1} A_{3}=A_{8} A_{3}+A_{y} M_{c}+M_{4} A_{1}\)
\(=A H+2 M_{4} A_{1}\)
\(=2 M_{0} M+2 M_{4} A_{4}\)
\(=2\left(M A_{1}\right)=2 r\), hence \(A_{B}\) is extremity of diameter.

Mr. Grom turinced two diferent aoletione.
 man. D. 0.

If a line with it extremitien upon two ourves move in any menner whateven line may vary in length), and \(P_{\text {a }}\) point upon the line which divide it in the ratio \(m\) esribe a curve, the ares of this ourve will be given by the formula-
\[
A=\frac{\left(m^{2}+n m\right) A_{1}+\left(n^{2}+m n\right) A_{8}-m m A_{3}}{(m+n)^{2}} .
\]

No solution of this problem has been received.
 fanten, Indian

Prove by pure geometry: (1) \(A^{\prime}, B^{\prime}\), and \(C^{\prime}\) are the middle points of the \({ }^{n}\) \(C A\), and \(A B\) rempectively. With these point an centers, circles are dencribed I through \(B\) and \(C, C\) and \(A\), and \(A\) and \(B\) reapectively. Prove that theae circlea int in \(O\), the center of the incircle of the triangle \(A B C\); (2) that \(O\), the center of the ir is Fagel's point of the triangle formed by joining the middle pointe of the sides.

(1) \(A 0\) cuts the circumcircle at \(A^{\prime}\), for \(A O\) bisects angle \(A\) and also its subtending arc. \(\Varangle O B A^{\prime}=(A+B)\).
\(\Varangle B O A^{\prime}=\$(A+B)\) for it is exterior angle to triangle \(B O A\).
\(\therefore\) triangle \(A^{\prime} B O\) is isosceles.
\(A^{\prime} B=A^{\prime} O\). By aimilar reasoning it is proved that \(B^{\prime} A=B^{\prime} O\) and \(C^{\prime} A=C^{\prime} O\).
\(\therefore\) The circles intersect in 0 .
(2) It is well known property of Nagel's point that \(A Q\) and \(O M_{c}, H Q\) and \(O M_{s}\) \(C Q\) and \(O K_{z}\) are respectively parallel.


The triangle \(M_{a} M_{H} M_{c}\) is similar to the triangle \(A B C\).
\[
\begin{aligned}
& \Varangle O M_{c} M_{c}=\Varangle Q A C . \\
& \Varangle O M_{s} M_{c}=\Varangle Q B C . \\
& \Varangle O M_{c} M_{s}=\Varangle Q Q C A .
\end{aligned}
\]
\(\therefore O\) with respect to the triangle \(M_{n} M_{\Delta} M_{c}\), is located precisely as \(Q\) is with nes to the triangle \(A B C\).

Hepce 0 ia Nagel's point of triangle \(M_{4} M_{s} M_{r}\).

 4 Madiagt
Let \(O\) be the center of the inseribed circle. 50 produced meete the circumeinale in Tind the matio of 10 to O.t'.
 10.

The corrdinates of \(A\) are \(\left(\frac{2 \Delta}{a}, 0,0\right)\); of \(O,(r, r, r)\); and of \(A^{\prime}\), those of - intersection of \(\beta-\gamma=0 \ldots \ldots\) (1), with \(a a_{r}+b a \gamma+c \alpha \beta=0 \ldots \ldots\) (2), having ve constant relation \(a \alpha+b \beta+\sigma=2 \Delta \ldots \ldots\) (3). These give for the coördinates
\[
A^{\prime}\left(-\frac{(b+c)^{2}}{a^{2}}-\frac{2 \Delta}{a}, \quad \frac{(b+c)^{2}}{a^{2}}+\frac{2 \Delta(b+c)}{a^{2}}, \quad \frac{(b+c)^{2}}{a^{2}}+\frac{2 \Delta(b+c)}{a^{2}}\right) .
\]

The diatance \(d\) between \(\left(\alpha_{1}, \hat{\beta}_{1}, \gamma_{1}\right)\) and \(\left(\alpha_{s}, \beta_{2}, r_{2}\right)\) is given by
\[
=-\frac{a b c}{4 \Delta^{i}}\left\{a\left(\beta_{1}-\beta_{8}\right)\left(\gamma_{1}-\gamma_{8}\right)+b\left(r_{1}-r_{8}\right)\left(\alpha_{1}-\alpha_{8}\right)+c\left(\alpha_{1}-a_{2}\right)\left(\beta_{1}-\beta_{2}\right)\right\} \ldots(4) .
\]

Potting \(\alpha_{1}=(2 \Delta / a), \beta_{1}=i, \gamma_{1}=0 ; a_{2}=\beta_{2}=\gamma_{1}=-r\),
\(\overline{A 0}==b e r(b+c-a) / 2 \Delta\)
Putting \(\alpha_{1}, \beta_{1}, \gamma_{1}\) equal respectively to the coordinates of \(A^{\prime}\), and \(\Rightarrow \hat{\beta}_{2}=r_{3}=r\) as before, in (4), we get an expression for \(\overline{O A^{\prime 2}}\).

We can then express the ratio of OA to OA'.

The point \(A^{\prime}\) is evidently the middle point of arc \(B C\). Since \(\angle A^{\prime} O C=\) \((+C)\) and \(\angle A^{\prime} C O=(A+B), O A^{\prime}=A^{\prime} C=A^{\prime} R\).

Prom Ptoleny's theorem, \(A C A^{\prime} B\) being a cyclic quadrilateral,
\[
\begin{aligned}
& A B \times A^{\prime} C+A C \times A^{\prime} H=A A^{\prime} \times B C \text {, or } \\
& c \times O A^{\prime}+b \times O A^{\prime}=\left(A O+O A^{\prime}\right) a \text {. } \\
& \therefore O A: O A^{\prime}=b+c-a: a=3-a: 2 a \text {. }
\end{aligned}
\]

\section*{75. Proposed by whwin H00VER, A. M., Ph. D., Protoceor of Methematios aed Aetroneng in Oin Oaivaraty, Athens, Ohio.}

A plane passes through ( \(0,0, c\) ) and touches the circle \(x^{2}+y^{2}=a^{2}, z=0\); determine the locus of the ultimate intersections of the plane.

\section*{1. Solation by the PROPOsER.}

Let the plane be \(A x+B y+C z+p=0\)
Passing through ( \(0,0, c\) ), (1) gives \(p=-c C\)
and (1) becomes \(A x+B y+C z--c C=0\).
The \(x, y, z\) of (3) are those of \(x^{8}+y^{8}=a^{8} \ldots \ldots \ldots(4), z=0\)
and also of \(A x+B y-c C=0\).
Making (4) homogeneous by aid of (6),
\[
\begin{equation*}
\left[\frac{1}{a^{8}}-\frac{A^{2}}{c^{2} C^{2}}\right] \frac{x^{2}}{y^{2}}-\frac{2 A B}{c^{2} C^{2}} x / y+\left[\frac{1}{a^{2}}-\frac{B^{2}}{c^{2} C^{8}}\right]=0 \tag{7}
\end{equation*}
\]

For (3) to touch (7), the values of \(x / y\) from (7) must be equal, or
\[
\begin{align*}
& \qquad\left[\frac{1}{a^{2}}-\frac{A^{2}}{c^{2} C^{8}}\right]\left[\frac{1}{a^{2}}-\frac{B^{2}}{c^{2} C^{2}}\right]=\frac{A^{2} B^{2}}{c^{8} C^{4}} \ldots .  \tag{8}\\
& \text { or, } A^{2} / C^{8}+B^{2} / C^{2}-c^{2} / a^{2}=0 \ldots \ldots . .  \tag{9}\\
& \text { From (3), } A / C=(z-c) / x-(y / x)(B / C) \ldots \ldots \ldots \ldots \ldots  \tag{10}\\
& \text { Substituting (10) in (9), etc., } \\
& \qquad \frac{x^{2}+y^{2}}{x^{2}} B^{2} / C^{2}-\frac{2 y(z-c)}{x^{2}} B / C+\frac{(z-c)^{2}}{x^{2}}-c^{2} / a^{2}=0 \tag{11}
\end{align*}
\]
a quadratic in the undetermined constant \(B / C\), giving the envelope
\[
\begin{equation*}
\frac{x^{2}+y^{2}}{a^{2}}=\frac{(z-c)^{2}}{c^{2}} \tag{18}
\end{equation*}
\]
II. Solution by G. B. M. ZERR, A. M., Ph. D., Texarkana, Arkansek.

Let the plane touch the circle at the point \(\left(x^{\prime}, y^{\prime}\right)\).
\(\therefore \frac{x x^{\prime}}{a^{2}}+\frac{y y^{\prime}}{b^{2}}+z / c=1\), is the equation to the plane, but
\[
\begin{equation*}
x^{\prime 2}+y^{\prime 2}=a^{2} \ldots \ldots \ldots \ldots \ldots(1) . \quad \therefore d y^{\prime} / d x^{\prime}=-x / y=-x^{\prime} / y^{\prime} . \tag{2}
\end{equation*}
\]
(2) in the equation to the plane gives,
\[
x^{\prime}=\frac{a^{2} x(c-2)}{c\left(x^{2}+y^{2}\right)}, \quad y^{\prime}=\frac{a^{2} y(c-2)}{c\left(x^{2}+y^{2}\right)}
\]

These values of \(x^{\prime}, y^{\prime}\) in (1), \(x^{2}+y^{2}-\left(a^{2} / c^{2}\right)(c-2)^{2}=0\), a cone of revolution as the locus.

\section*{MECHANICS.}

Oondectad by B. F. Firicith, 8peiagfiold, Mo. All contributions to this dopartment ahould be sent to him.

\section*{SOLUTIONS OF PROBLEMS.}
49. Propoed by 0 . W. AITHOMI, M. 80., Profoceor of Mathematios, Columbian Onivaraity, Waching: len, D. C .

A rectangular stick of timber of known dimensions is placed upon a platform of given height in a vertical poaition with the center above the edge of platform, and slightly displaced from the vertical. Where and in what manner will it strike the ground?

\section*{1. Solution by the PROPOBRR.}

Any body rotating about the center of an end has the energy,
\[
\frac{1}{( }\left(\omega^{8}\right) m\left(a^{8}+b^{8}\right) .
\]

If the body has fallen through the angle \(\theta\), the energy is
\[
\frac{1}{2} b(1-\cos (t) m .
\]
\[
\begin{equation*}
\therefore 2 a^{2}\left(a^{2}+b^{2}\right)=3 b(1-\cos (t)+ \tag{1}
\end{equation*}
\]

The body will leave the platform when the statical pressure=centrifugal force. The pressure \(=n \cos \theta\). Centrifugal force \(=1 m \omega^{2} b\).
\[
\begin{equation*}
\therefore \omega^{2} b=2 \cos \theta . \tag{2}
\end{equation*}
\]

From (1) and (2), \(\omega=\sqrt{\frac{6 b}{4 a^{2}+7 b^{2}}} \cdots\) (3), and \(\cos H=\frac{3 b^{2}}{4 a^{2}+7 b^{2}}\)
Take the edge of platform as origin. Let the axis of \(x\) be horizontal and the axis of \(y\) vertical. Resolve the angular velocity of the center of gravity into its vertical and horizontal components at the instant of the stick leaving the platform.
\[
\left.\begin{array}{l}
V_{x}=\frac{b}{b} b \cos \theta  \tag{5}\\
V_{y}=t b \omega \operatorname{cosin} \theta
\end{array}\right\}
\]

For the accelerations we have \(\frac{d^{2} x}{d t^{2}}=0, \quad \frac{d^{8} y}{d t^{2}}=-g\).
Then \(\frac{d x}{d t}=c\), and \(\frac{d y}{d t}=-g t+c_{2}\).
Let us begin to reckon time from the instant that the body leavea the platform.

Then \(\frac{d x}{d t}=V_{x}\), and \(\frac{d y}{d t}=-g t+V_{y}\).
\(x=V_{x} t+c_{3} . \quad y=-\frac{1}{y} g t^{2}+V_{y} t+c_{8}\).
When \(t=0, x=\frac{1}{2} b \sin \theta\), and \(y=\frac{1}{3} b \cos H\).
\[
\left.\begin{array}{rl}
\text { Then } x & =V_{s} t+\frac{1}{b} \sin H  \tag{6}\\
\text { and } y=-\frac{1}{2} t^{2}+V_{y} t+\frac{1}{y} \cos \theta
\end{array}\right\}
\]

These give the motion of the center of gravity.
Call \(T\) the time taken for one end to reach the ground. Then after learing the platform it will have rotated through the angle Tc.

It therefore makes an angle \(\theta+T \omega\) with the vertical.
The center of gravity has fallen,
\[
Y_{1}=-\frac{1}{2} T^{8}+V_{y} T+\frac{1}{2} b \cos \theta . \quad \text { Also } X_{1}=V_{s} T+\frac{1}{2} b \sin H .
\]

The center of gravity will be the distance \(\frac{1}{b} \cos (\theta+T \dot{\omega})\) from the ground.
Now \(Y_{1}+\frac{1}{2} b \cos (\theta+T \omega)=H\), the height of tower.
Or, \(\frac{1}{8} b \cos (H+T \omega)-\frac{1}{4} g T^{2}+V_{y} T+\frac{1}{8} b \cos \theta=H\)
From this equation \(T\) may be determined. The horizontal distance from the foot of the tower will then be given by the equation,
\[
X=X_{1}+\frac{1}{2} b \cos (\theta+T \omega)=V_{x} T+\frac{1}{2} b \sin \theta+\frac{1}{2} b \sin (\theta+T \omega) .
\]

\section*{II. Solation by Alpred hime, C. E., D. So., Profensor of Mathemsties, Univeraty of Mieaseapph, P.O. University, Missiasippi.}

The stick turns about its lower extremity until it reaches a horizontal position with an angular velocity given by \(\omega^{2}=(3 g / 2 n), 2 a\) being its length.

Subsequently there are two motions which may be considered independently. One is that of rotation about the center of gravits with a constant angular velocity, \(\omega\); the other, that of translation, the center of gravity falling vertically with an initial velocity, aw.

Estimating the motion from the horizontal position, the stick is vertical when it has turned through an odd number of right angles; that is, at the end of \(n \pi / 2 \omega\) seconds, \(n\) being any odd number. If \(S_{v}\) denote the distance from the level of the platform to the lowest point of the stick at the instants of verticality, the motion of translation gives,
\[
S_{\varphi}-a=a \omega \frac{n \pi}{2 \omega}+\frac{1}{2} g\left(\frac{n \pi}{2 \omega}\right)^{2},
\]
or, substituting the value of \(\omega\),
\[
S_{v}=\left\{1+\frac{1}{d}(\pi n)[1+t(\pi n)]\right\} a, n \text { being odd. }
\]

Similarly the positions of horizontality are given by
\[
S_{h}=\frac{1}{\ell}(\pi n)[1+t(\pi n)] \pi, n \text { being even. }
\]

If any value of \(S_{\boldsymbol{v}}\) or \(S_{\boldsymbol{h}}\) equals \(D\), the distance from the platform to the ground, the stick will strike the ground, in the one case vertically, in the other, horizontally.

The discussion might be continued in general terms. Instead of this, however, let \(a=1\) foot, and \(D=10\) feet.

Giving to \(n\) the values of 1,2 , and 3 in the proper equations, the first and second values of \(S_{0}\) are found to about 3.4 and 13.1 , and the first value of \(S_{h}\) about 6.4. Consequently the stick will strike the ground in passing from a horizontal toward a vertical position.

Since in falling 6.4 feet a half revolution has been made, the time for this motion is \(\pi / 00\) seconds, and the velocity of the center of gravity when the stick is horizontal for the last time is \(\omega+g(\pi / \infty)\), remembering that \(a=1\). If the stick turns through an angle \(\theta\) before striking the ground, the center of gravity falls through \((3.6-\sin H)\) feet in \(H / \omega\) seconds, giving the equation,
\[
3.6-\sin H=[\omega=g(\pi / \omega)](H / \omega)+1 g[(H / \omega)]^{2},
\]
- which reduces to \(3.6-\sin A=3.1 H^{+}+H^{2}\), approximately ; from which \(6=48^{\circ} 20^{\circ}\), about.

The horizontal distance from the edge of the platform to the point at which the stick touches the ground is \(1+\cos \theta\), or 1 font, 8 inches, approximately.
\(H\) is, of course, the inclination of the stick to the horizontal at the instant of contact with the ground.

In the last part of this work the thickness of the stick has been neglected.

\section*{DIOPHANTINE ANALYSIS.}

\section*{Condected by J. M, COLAW, Monteray, Va. All contributions to this departmont should be seat to Min.}

\section*{SOLUTIONS OF PROBLEMS.}
49. Proposed by EDMOMD FISH, Billsboro, minols.

A rectangular field, whose length and breadth in rods are in whole numbers, is en. closed with a fence and subdivided by fences on both diagonals, the total length of the fences being 2204 rods ; required the sides and area.
I. Solation by O. W. AlfTHOITY, M. Se., Protecsor of Mathomatiea, Columblan Uadveraty, Welatagion, D. C.; 0. 8. WESTCOTT, Morth Division High Sehool, Chicago, and the PROPOSER.

Let \(2 x y, x^{2}-y^{2}\), and \(x^{2}+y^{2}\) be the length, breadth and diagonal of the field, respectively ; then \(2 x^{2}+2 x y=1102\).
\(\therefore x^{2}+x y=551\); whence \(y=\frac{551}{x}-x,=\frac{19 \times 29}{x}-x\).
As \(x\) and \(y\) are known to be integral, \(551 / x\) must be integral, which can only be when \(x=19\). Hence \(y=10\).
\(\therefore 2 x y=380\); and \(x^{2}-y^{2}=261\), breadth.
II. Solution by G. B. M. ZERR. A. M., Ph. D., Texarkana, Arkangas.

Let \(x=\) length, \(y=\) breadth ; then \(2 x+2 y+2, \quad\left(x^{2}+y^{2}\right)=2204\).
\(\therefore 607202+x y=1102(x+y) . \quad \therefore 1102-y=1102(551-y) / x\).
Let \(1102-y=z\), then \(z=1102(x-551) / x\).
\(\therefore x=1102-\left(2.19^{2} .29^{2} / z\right) . \quad \therefore z=29^{z} . \quad \therefore x=380, y=261\).
Area \(=99180\) square rods, \(=619\) acres, 14 square rods.
III. Bolution by M. A. GROBER, A. M., War Department. Washington, D. C.; jOSMA R. DRUMEM LL. D., Porthand, Maine; A. H. HOLMES, Brunswick, Maine; and P. S. BERG, Larimore, Dorth Daketi.

As the field is a rectangle, the diagonals are equal, and the fences form the sides of two equal right triangles of which the legs and hypotenuse are respectively the sides and diagonal of the field.

Let \(a\) and \(b\) be the sides and \(c\) the diagonal of the field. Then \(2 a+2 b+2 c\) \(=2204\), and \(a^{2}+b^{2}=c^{2}\). From the identity \((2 m n)^{2}+\left(m^{2}-n^{2}\right)^{2}=\left(n^{2}+n^{2}\right)^{2}\), the formula for finding integral sides of right triangles, take \(a=2 m n, b=m^{2}-n^{2}\), and \(c=m^{2}+n^{2}\). Then \(2 a+2 b+2 c=4 m(m+n)=2204\). Whence \(m(m+n)=551\). We now separate 551 into two factors, making the larger factor equal \(m+n\), and the smaller equal \(m\).
\(551=19 \times 29\). Then \(m+n=29\) and \(m=19\); whence \(n=10\). Substituting these values of \(m\) and \(n\) in the values for \(a, b\), and \(c\), we obtain \(a=2 m n=380=\) the length of the field ; \(b=m^{2}-n^{2}=261==\) the breadth of the field ; and \(c=m^{2}+\) \(n^{2}=461=\) the diagonal of the field. The area \(=380 \times 261=99180\) square rods \(=\) 619t acres.

\footnotetext{
Almi molved by A. H. BELL.
}

\section*{}

The edges of a rectangular parallelopiped are within 1 of the proportion 3 : 9, and they are \(2 x \pm 1,8 x\) and \(9 x,(2 x \mp 1)^{2}+(8 x)^{2}+(9 x)^{2}=\) the diagonal ared \(=94 x^{2} \mp 4 x+1=0\). To find four integral values for \(x\).
1. Soletion by A. H. Hownes, Box 96s, Braswiek, Maine.

We may put it in the form : \(90 x^{2}+(2 x \pm 1)^{2}=0\), or
\[
m^{2} x^{2}-\left(m^{2}-90\right) x^{2}+(2 x \pm 1)^{2}=0
\]
\(\therefore 2 m(2 x \pm 1)=\left(n^{2}-90\right) x ; 4 m x \pm 2 m=m^{2} x-90 x\).
\(\therefore x= \pm\left(2 m /\left(m^{2}-4 m-90\right)\right.\).
Let \(m=n x\). Then \(n^{8} x^{8}-4 n x-90= \pm 2 n ; n^{8} x^{8}-4 n x+4=94 \pm 2 n\).
Take plus sign and let \(n=3 . \quad \therefore 3 x=2+10=12 . \quad \therefore x=4\).
Now let \(n=\pi / b^{2} . \quad a^{2} x^{2} / b^{4}-4 a x / b^{2}+4=94 \pm 2 a / b^{8}=\left(94 b^{2} \pm 2 a\right) / b^{2}\).
Now take \(b=3 . \quad \therefore a=-5 / 2\) and \(a / b^{2}=5 / 18\).
\(\therefore 5 x / 18=2+29 / 3 . \quad 5 x=36+174=210 . \quad \therefore x=42\).
Now let \(b=10 . \quad \therefore a=9 / 2\) and \(a / b^{2}=9 / 200\).
\(\therefore 9 x / 200=2+97 / 10 . \quad 9 x=400+1940=2340 . \quad \therefore x=260\).
Now let \(b=23 . \quad \therefore a=-3 / 2\) and \(a / b^{2}=-3 / 1058\).
\(\therefore-3 x / 1058=2-223 / 23\), or \(3 x=8142 . \quad \therefore x=2714\).
For \(x=4\) we have: \(\quad 94 x^{2}+4 x+1=0\).
For \(x=42\) we have: \(94 x^{2}-4 x+1=0\).
For \(x=260\) we have: \(94 x^{2}+4 x+1=0\).
For \(x=2714\) we have : \(94 x^{2}-4 x+1=0\).
II. Solution by A. E. BELL, Hilleboro, Milinois.

The equation readily reduces to : \(t^{2}-94 y^{2}=-90\)
| \(x=(t \mp 2) / 94 \ldots .\). . . .......(2). (1) +9 gives \(t^{\prime 8}-94 y^{\prime 8}=-10\), and
\(3 t^{\prime}, y=3 y^{\prime}\)
One cycle.


The convergents preceding the denominators, 10 of the complete quotients \(y^{\prime}=126 / 13\) and \(85038 / 8771 \ldots \ldots \ldots . .\). (4), as they are even fractions. \(\therefore\) answer the -10 of (3). To obtain other values of \(t^{\prime}\) and \(y^{\prime}\), take \(94 x^{2}=1\)
\(\left.\begin{array}{c}:(5) \text { and } \pm 188 t^{\prime} u v y^{\prime} \quad\left(t^{\prime} v \pm 94 u y^{\prime}\right)^{2}-94\left(t^{\prime} u \pm v y^{\prime}\right)^{z}=-10 \\ \text { or, } t_{n}^{\prime \prime z}-94 y_{n}^{\prime z}=-10\end{array}\right\}\)
The smallest integral values for \(v / u=2143295 / 221064\), but as fractional
values for \(t^{\prime}\) and \(y^{\prime}\) can be used as shown in (3), to obtain these we solve (5).
Let \(v=v^{\prime} / z\) and \(u=u^{\prime} / \varepsilon\); then \(v^{\prime z}-z^{2}=94 u^{\prime z}\)
Now let \(u^{2}=p q\) and let \(94=a n y\) two factors, then ( 7 ) can be made
\[
\left.\begin{array}{l}
v^{0}+z=p^{2} \text { or } 2 p^{z} \\
v^{\prime}-z=94 q^{2} \text { or } 47 q^{2}
\end{array}\right\}
\]
add and subtract, etc. \(\quad v^{\prime}=p^{2}+94 q^{2}\) or \(2 p^{2}+47 q^{2} ; z=p^{2}-97 q^{2}\) or \(2 p^{2}-47\) \(u^{\prime}=2 p q\) (8).

In the right-hand values if \(p=5\) and \(q=1, v^{\prime}=97 ; z=3 ; u^{\prime}=10\). Tt are an infinite number of values but these are the only ones admissible.
(7) \(v=97 / 8\) and \(u=10 / 3\); substituting these along with those of (4) seq ately in (B) we have \(t_{n}{ }^{\prime}=2 / 3\) and \(24442 / 3\); and \(t_{n}{ }^{\prime}=3946 / 3\) and \(16493426 / 3\) those in (4), will make six values for \(t^{\prime}\), and now in (3) and (2) \(x=0,4\), -\(260,-2714\), and 175462 , etc. The sign \(=\operatorname{side}(2 x \pm 1) . \quad y=94,39,407,21\) 26313.

\section*{III. Solution by the PROPORER}

This problem is suggested by a remark in No. 5, Vol. I.: " \(x^{2}-\) ! \(= \pm 1\); this is the most difficult number under 100."
1. Find initial terms in that infinite series of rational rectangular so where the edges of each term are in proportion as \(2: 3: 9\), within 1 the thickness.

Let \(2 x \pm 1,3 x\) and \(9 x\) be the edges; then \(94 x^{2} \pm 4 x+1=0=(m x \pm\) \(=m^{2} x^{2} \pm 2 m x+1 . \quad x=( \pm 2 m \mp 4) /\left(94-m^{2}\right)\).

Say \(m=1^{\prime}(94)=9 / 1,10 / 1,29 / 3,97 / 10,126 / 13,223 / 23,1241 / 1\) 1464/151, etc.

2. Find first term in an infinite series of rational parallelopipeds a' the dimensions of every solid are in proportion as \(2: 3: 9\), within 1 in the wi

Let \(2 x, 3 x \pm 1\) and \(9 x\) represent the edges. Then \(94 x^{2} \pm 6 x+1\) \(=(m x \pm 1)^{2}=m^{2} x^{2} \pm 2 m x+1\). Whence \(x=(2 m \mp 6) /\left(94-m^{2}\right), m=V^{\prime}(94)=9\) \(29 / 3,97 / 10,126 / 13\), etc.
\begin{tabular}{rrr}
\(m=29 / 3\) & \(126 / 13\) \\
\(x\) & \(=24\) & 429 \\
\(2 x\) & \(=48\) & 858 \\
\(3 x \pm 1\) & \(=73\) & 1286 \\
\(9 \boldsymbol{c}\) & \(=216\) & 3861 \\
Solid diagonal & \(=233\) & 4159
\end{tabular}
3. Find a term in an infinite series of rational parallelopipeds where the dges are in proportion as \(2: 3: 9\), within unity in length.

Let \(2 x, 3 x\), and \(9 x \pm 1\) be the edges. \(94 x^{8} \pm 18 x+1=0=(m x \pm 1)^{2}=\) \(1^{2} x^{2} \pm 2 m x+1 . x=(2 m \mp 18) /\left(94-m^{2}\right)\). Substitute \(m=1464 / 151\), and \(x=15855\), \(=31710,3 x=47565,9 x-1=142694\).

Proof: \(31710^{2}+47565^{2}+142694^{2}=153719^{2}\).
4. Find some term in an infinite series of rational parallelopipeds where - dimensions come within 1 unit in the thickness of being in proportion 3: 6:7.

Let edges be \(3 x \pm 1,6 x\) and \(7 x . \quad 94 x^{2} \pm 6 x+1=0=(m x \pm 1)^{2}=m^{2} x^{2} \pm 2 m x\) 1. \(x=(2 m \mp 6) /\left(94-m^{2}\right)\).

When \(m=29 / 3 \quad m=126 / 33\)
\begin{tabular}{rlrl}
\(x\) & \(=24\) & \(x\) & \(=429\) \\
\(3 x \pm 1\) & \(=144\) & \(3 x \pm 1\) & \(=1286\) \\
\(6 x\) & \(=144\) & \(6 x\) & \(=2574\) \\
\(7 x\) & \(=168\) & \(7 x\) & \(=3003\) \\
S. d. & \(=233\) & S. d. & \(=4159\)
\end{tabular}

Proof: \(73^{2}+144^{2}+168^{2}=233^{2}\).
5. Find some term in an inflnite series of rational rectangular solids bere the edges come within 1 unit in the width of being in the proportion of : 6:7. Let the edges be represented by \(3 x, 6 x \pm 1\) and \(7 x\). Then \(94 x^{2} \pm 12 x\) \(1=0=(m x \pm 1)^{8}=m^{2} x^{2}+2 m x+1 . \quad x=(2 m \mp 12) /\left(94-m^{2}\right)\). When \(m=r^{\prime} 94\)
\(1464 / 151\). Then \(x=84258\) or 357870.
\[
\begin{array}{rlrl}
3 x & =252774 & \text { or } 3 x & =1073610 \\
6 x-1 & =505547 & 6 x+1 & =2147221 \\
7 x & =589806 & 7 x & =2505090 \\
\text { Diagonal } & =816911 & \text { Diagonal } & =3469679
\end{array}
\]
6. Find a term in that infinite series of rational parallelopipeds wherein ic edges of every solid are within unity in the length of being in proportion to reh other as \(3: 6: 7\).
\((3 x)^{2}+(6 x)^{2}+(7 x \pm 1)^{2}=94 x^{2} \pm 14 x+1=0=(n x \pm 1)^{2}\).
\(94 x \pm 14-m^{2} x \pm 2 m . \quad x=(2 m \mp 14) /\left(94-m^{2}\right) . \quad m=1 / 94\). Now when \(=29 / 3, x=60,3 x=180,6 x=360,7 x-1=419\).
\(180^{2}+360^{2}+419^{2}=581^{2}\).
Aleo solved by J. H. DRUNXXOND.

\section*{61. Propoed by B. C. Wurces, 8kall Run, West Virginia.}

The diference between the roots of two succeasive triangular square numbers, \(i\) i. e. iangular numbers that are also square numbers, equals the sum of two successive inteal numbers, the sum of whose squares will be n square number. Demonstrate. Or, if a did be the roots of any two successive triangular number that nre also square numbers, ore that \(t-n=2 n+1\), where \(n^{2}(n+1)^{2}=0\).
I. Solution by G. B. M. zRRR, A. M., Ph. D., Texarkana, Arkanses.
\[
\frac{n(n+1)}{2} \text { is a square when } n=\frac{(1+1,2)^{8 n}+\left(1-v^{\prime} 2\right)^{2 m}-2}{4}
\]
\[
\begin{align*}
& \therefore \pm \sqrt{\frac{n(n+1)}{2}}= \pm\left\{\frac{(1+1 / 2)^{2 m}-(1-1 / 2)^{2 m}}{4 / 2}\right\}  \tag{d}\\
& \pm \sqrt{\frac{n^{\prime}\left(n^{\prime}+1 j\right.}{2}}= \pm\left\{\frac{\left(1+v^{\prime} 2\right)^{2 m+2}-\left(1-v^{\prime} 2\right)^{2 m+2}}{4 l^{\prime 2}}\right\} \tag{2}
\end{align*}
\]

Taking (2) + and (1)-, and then taking their difference, we easily get,
\[
\begin{aligned}
& \frac{\left(1+V^{2} / 2\right)^{2 m+2}-\left(1-V^{\prime} 2\right)^{2 m+2}}{4 l^{\prime 2}}+\frac{(1+/ 2)^{2 m}-\left(1-V^{\prime 2}\right)^{2 m}}{1 l^{\prime 2}}=2 y+1 . \\
& \therefore \frac{\left(1+y^{\prime}\right)^{2 m+1}+\left(1-y^{2}\right)^{2 m+1}}{2}=2 y+1 \text {. } \\
& \therefore\left\{\frac{\left(1+v^{\prime} 2\right)^{2 m+1}+\left(1-1^{\prime 2}\right)^{2 m+1}}{4}-1\right\}^{2}+ \\
& \left\{\frac{\left(1+y^{2} 2\right)^{2 m+1}+\left(1-v^{2}\right)^{2 m+1}}{4}+i\right\}^{2}=y^{2}+(y+1)^{2} . \\
& \therefore 2\left\{\frac{\left(1+y^{2}\right)^{2 m+1}+\left(1-y^{\prime} 2\right)^{2 m+1}}{4}\right\}^{2}+t=y^{2}+(y+1)^{2} . \\
& \therefore\left\{\frac{\left(1+y^{\prime 2}\right)^{2 m+1}-\left(1-v^{2}\right)^{2 m+1}}{2_{\prime^{\prime}} 2}\right\}^{2}=y^{2}+(1 y+1)^{2} \text {. }
\end{aligned}
\]

In above \(m\) can have any positive integral value.

\section*{I. Solation by M. A. arubir, A. M., War Doparmeath, Weshington, D. C.}

This problem is true if we read "The sum of" instead of "The difference between." It might also be stated as follows: The difference between the roots of two successive triangular square numbers equals a number whose square is the sum of the squares of two successive integral numbers.

From Solution III of Problem 36, Vol. III., No. 3, page 82, we find thet when one of the triangular square numbers is \(n(n+1) / 2\), the next in order, in terms of \(n\), is \(\left(2 n+1+3 \sqrt{\frac{n(n+1)}{2}}\right)^{2}\).

The difference of the \(t\) wo roots is \(2 n+1+2 \sqrt{\frac{n(n+1)}{2}}\).
The sum of the two roots is \(2 n+1+4 \sqrt{\frac{n(n+1)}{2}}\), which equals the sum of the two consecutive integral numbers, \(n+2 \sqrt{\frac{n(n+1)}{2}}\) and \(n+1+2 \sqrt{\frac{n(n+1)}{2}}\). \(\operatorname{But}\left(n+2 \sqrt{\left.\frac{n(n+1)}{2}\right)^{2}}+\left(n+1+2 \sqrt{\frac{n(n+1)}{2}}\right)^{2}=6 n^{2}+6 n+1+(8 n+4) \sqrt{\frac{n(n+1)}{2}}\right.\)
thich equals the square of the difference of the two ronts, or
\[
\left(2 n+1+2 \sqrt{\frac{n(n+1)}{2}}\right)^{2}
\]

Illustration.-From the series of triangular square numbers, \(1^{2}, 6^{2}, 35^{2}\), \(04^{2}, 1189^{2}\), etc., take 6 and \(35.35-6=29 ; 35+6=41=20+21 ; 20^{2}+21^{2}=29^{2}\).

This problem and problems No. 45, (Vol. III., No. 5, page 153), and No. 6, of Diophantine Analysis, are very closely related.

\section*{Almo molved by the PROPOSER.}
62. Proposed by O. W. AlrTHOIT, M. So., Profescor of Mathematies in Colambiam Oaiveraity. WachLton, D. C.

Prove that \(n\) "magic nquare" of nine integral plements, whose rows, columns, and iagonals have a constant sum, is only possible when this sum is a multiple of three.
I. Solution by M. W. Rasketh, M. A., Ph. D., Absooiato Profector of Mathomaties. Daivoraty of Catornia, Berkoloy, California.

Let the magic square be
\begin{tabular}{|l|}
\hline\(a|b| c \mid\) \\
\hline\(d|e| f \mid\) \\
\hline\(g|h| k \mid\) \\
\hline
\end{tabular}
and let \(S\) be the constant sum.

Then \(S=a+b+c=d+e+f=g+h+k=a+d+g=b+e+h=c+f+k=a+e\) \(+k=c+e+g\).

Adding these all together, we have \(8 S=3 a+2 b+3 c+2 d+4 e+2 f+3 g+2 h\) \(+3 k=3(a+c+g+k)+2(b+e+h)+2(d+c+f)\). But the last two quantities in arenthesis are each \(=S\). Hence \(4 S=3(a+c+g+k)\), and \(S\) is a multiple of 3 .
II. Solution by - (Paper Onaigmed.)

Suppose the numbers occupying the magic square to be \(a, b, c, d, e, f, g\), ,k. Now \(a+e+k=b+e+h=c+e+g=S\).
\(\therefore a+k \equiv k(\bmod 3), b+h \equiv k(\bmod 3), c+g \equiv k(\bmod 3)\), where \(S-€ k(\bmod 8)\).
Adding the congruences, \((a+b+c)+(g+h+k) \equiv 0(\bmod 3)\). Or, since \(a+b+c)+(g+h+k) \equiv 0(\bmod 3), 2 S \equiv 0(\bmod 3)\).

Multiply by 2 , and divide by 3 , and the result is \(S \equiv 0\). Q. E. D.
III. Soletion by W. E. CARTER, Professor of Mathomatios, Ceatenary Colloge of Louisiana, Jacken, raiciana.

Let the rows of the "square" be \(a, b, c ; x, y, z\); and \(l, m, n\), and let the mstant sum be \(k\). We have to show that \(k / 3\) is integral. We have \(a+y+n=k\); \(+y+m=k ; l+y+c=k\). Add, and we have \((a+b+c)+(l+m+n)+3 y=3 k\), lat is, \(2 k+3 y=3 k\).
\(\therefore 3 y=k . \quad \therefore y=k / 3\). But \(y\) is integral. \(\therefore k / 3\) is integral.
Aleu solved by M. A. GRUBER and G. B. M. ZRRR.

\section*{AVERAGE AND PROBABILITY.}


\section*{SOLUTIONS OF PROBLEMS.}
48. Proposed by P. E. PEILBRICT, C. E.. Pinotille, Loaiatana.
\(A, B, C, D\), and \(E\) play with dice, ench throwing three, three successive timen, for s stake \(a\). \(A, B\), and \(C\) throw; \({ }^{\prime}\) ' throwing the highest, 62 . What is his expectation?
1. Solution by the PROPO8ER.

If \(D\) or \(E\) or both throw 52, \(C\) gets but a part of the stake. If \(D\) or \(E\) or both throw 53 or \(54, C\) gets none of the stake.
\(52=18+18+16=18+17+17 . \quad 53=18+18+17 . \quad 54=18+18+18\).
The chance of throwing 16 at a single throw is \(\varepsilon f 6\).
The chance of throwing 17 at a single throw is \(\frac{1}{1} \%\).
The chance of throwing 18 at a single throw is g 1 s .
Hence since \(D\) may throw 16 (or 18) at any one of the three throws, his
 \(=p_{1}\) say. \(E\) has the same chance of reaching the same result. The chance that \(D\) (or \(E\) ) will not throw 52 is ( \(1-p_{1}\) ); and the chance that \(D\) or \(E\) will throw 58 and the nthers not is \(p_{1}\left(1-p_{1}\right)\), in which case the expectation is \(\left.p_{1}\left(1-\rho_{1}\right)\right\}\) a.

The chance that \(D\), and \(E\) also, will throw 52 is \(p_{1}^{2}\), in which case their joint expectation is \(p_{1}^{2} \boldsymbol{i} n\). Hence the expectation of \(D\) or \(E\) or of both, coming from throwing 52 is, \(2 p_{1}\left(1-p_{1}\right) \frac{1}{2} a+p_{1}: \frac{1}{} a=p_{1}\left(3-p_{1}\right) \frac{1}{} a\).
 the chance that one or both will throw 53 is, \(2 p_{8}\left(1-p_{8}\right)+p_{8}^{2}=p_{8}\left(2-p_{8}\right.\); and their joint expectation is, \(p_{2}\left(2-p_{8}\right) a\).

The chance that \(D\) or \(E\) will throw 54 is \(\left.\left(s i_{5}+i_{8}+i_{5}\right)=p_{3}\right)\); and the chance that one or both will throw 54 is, \(2 p_{3}\left(1-p_{3}\right)+p_{8}{ }^{2}=p_{3}\left(2-p_{3}\right)\); and their joint expectation is, \(p_{3}\left(2-p_{3}\right) a\). Hence \(C\) 's expectation is,
\[
\left\{1-\left\{\left[p_{1}\left(3-p_{1}\right)\right]-p_{2}\left(2-p_{8}\right)-p_{3}\left(2-p_{3}\right)\right\} a=\left(1+325 p_{3}^{2}-47 p_{3}\right) a\right.
\]
II. Solution by G. B. M. ZERR, A. M., Ph. D., Texarkane, Arkansas, and J. 80:BFYTR, A. M. Ras orstown, Margland.
\(D\) and \(E\) may each throw 52,53 , or 54 .
52 can be thrown as follows : \((6,6,6),(6,6,5),(6,6,5) ;(6,6,6)\), \((6,6,6),(6,6,4)\).

53 can be thrown as follows : \((6,6,6),(6,6,6),(6,6,5)\).
54 can be thrown as follows : \((6,6,6),(6,6,6),(6,6,6)\).
D's chance of throwing 52,53 , or 54 is,
\[
p=\frac{9}{(216)^{3}}+\frac{3}{216^{3}}+\frac{3}{216^{3}}+\frac{1}{216^{3}}=\frac{16}{(216)^{3}}=\frac{2^{4}}{6^{0}}
\]
\(1-p=1-2^{4} / 8^{\circ}=18{ }^{8}+7+4 f=P\), chance that \(D\) will throw less than 52.
\(P^{f}=\) chance that \(D\) and \(E\) will both throw less.
\(\therefore a P^{4}=C^{\prime \prime}\) expectation on the supposition that \(C\) wins and no ties.
 tellid, yiameri.
A tquare whowe mide is \(2 a\) and an equilnteral triangle whoee altitude is \(9 n\) arm fnitenogether at their centers, but otherwise Iree to move. If they are thrown on a floor at lom, what fe the nyerage nrea common to both ?

In the figure let \(O\) be the common center of the square and the triangle.
Then \(O K=O N=O H=O M=O L=O P=O I=n\).
Let the triangle \(K O N=2 \theta\).
Then \(\angle N O H=\$ \pi-2 \theta, \quad \angle H O M=\$ \pi-\) \(-2 \theta)=7 \pi+2 \theta, \quad \angle M O L=1 x-(k \pi+2 \theta)=\) ta \(\angle L O P=i x-(3 \pi-2 \theta)=i x+2 \theta\), and \(\angle P O I\) \(\mathrm{r}-(1 \pi+20)=k \pi-2 \theta\).

Ares of surface, KONQ, = \(a^{2}\) tand
erea of sarface, \(N O H W\), \(=a^{1} \tan (k x-\theta)\);
area of surface, \(H O M V_{1}=a^{2} \tan \left(1^{3} \pi+\theta\right)\);
area of surface, \(\operatorname{MOLU},=a^{2} \tan (k n-\theta)\);
ares of aurface, KOPT, \(=a^{2} \tan (t x+\theta)\);
area of aurface, POIS, \(=n^{2} \tan \left(\mathrm{~J}^{\mathrm{T}} \mathrm{m}^{\pi-8}\right)\);
ares of square, OKDI, \(=a^{1}\).
Hence the area common to the square and triangle is
\(t^{2}\left[1+\tan \theta+\tan (3 x-\theta)+\tan \left(1^{1} \pi^{\pi}+\theta\right)+\tan (x \pi-\theta)+\tan (k *+\theta)+\tan \left(1^{1}=\pi-\theta\right)\right]\).

Hence the required average area is
\[
\begin{aligned}
& \int_{0}^{h \pi} S d \theta+\int_{0}^{i b^{*}} d t=\frac{12 \pi^{2}}{\pi} \int_{0}^{i n}\left[1+\tan \theta+\tan (t \pi-\theta)+\tan \left(1^{1} \pi+\theta^{\pi}\right)+\right. \\
& \left.\tan (t \pi-\theta)+\tan (t \pi+\theta)+\tan \left(\theta^{\prime} \pi-\theta^{\prime}\right)\right] d \theta=a^{A}\left[1+-\frac{12}{\pi} \log 2\right] .
\end{aligned}
\]


\section*{}

Find (1), the average length of all straight lines having a given direction, between 0 : i (2), the average length of chords druwn from one extremity of the diameter a of a reirele to all points in the semi-sircumference; and (8), find' the avorage area of all gles formed by astraight line of constant length a aliding between two atraight lines cht angles.

(1). Let \(x=\) length of one of the atraight lines. Then the required average in \(\int_{0}^{0} x d x+\int_{0}^{*} d x=1 \pi\).
(2). Left A=angle between the chord and diameter. Then the length of the chord in 2 ncosty, and the average length of all cherrds is
\[
2 a \int_{0}^{10} \cos \theta d \theta+\int_{0}^{\psi / t} d \theta=4 a / \pi
\]
(8). Let \(\theta=\) the angle between the sliding line and one of the fixed onee. The ares of the triangle is ( \(1 a^{2}\) ) \(\sin H \cos \theta\). The average area of all such triangles depende upon circumatances. If the areas be taken at equal angular intervis, the required average is \(A_{1}=\int_{0}^{(t r}\left(4 a^{2}\right) \sin \theta \cos \theta d H+\int_{0}^{d r} d A=a^{2} / 2 \pi\).

If the arpan be taken at equal intervals as meatured on one of the tixed Ines along which the end of the sliding line moves, the average area is

This is but a repetiton of Problem 26, about which there bas been so auch controveray. In the absence of a distinct atatement as to the intervala at which the areas shall be taken I see no reasun for preferring either of the above soletions to the other.

The editor quotes me as aaying that there is no correct golution of the problem. I must have failed in expressing myeelf clearly, for my position is that in such problems no solution can be congidered a fall one that does not diccuss all posesible cates.

\section*{}

Three points are taken at random in a aphere and a plane pateed through them. Find the avernge volume of the segment cut ofl from the aphere.

\section*{Bditien by the gronoser.}

Let \(A, B, C\) be the three random points, \(E F\) the diameter of the section of the ephere made by a plane through \(A, B, C ; M\) the center of this section; 0 the center of the aphere; \(O G\) a line such that \(A B\) is parallel to the plane \(M O G\).
\[
\text { Let } O E=r, M A=x, A B=y, A C=n, \angle E O M=A \text {, }
\] \(\angle B A M=\varphi, \angle C A M=\phi, \angle M O G=\lambda\), the angle the plane \(M O G\) makee with some fixed plane through \(O G\) - \(\rho\).

The element of the aphere at \(A\) is \(\operatorname{rsin} \theta d \theta, 2 \pi x d x\); at \(B, y^{2} d y d \varphi d \lambda\); at \(C, \sin (\varphi+\phi) \sin \lambda z^{8} d \varepsilon d \psi d \rho\).

The limits of \(\theta\) are 0 and \(\frac{1}{3} \pi\); of \(x, 0\) and rsint, and tripled; of \(\varphi,-\frac{1}{1} \pi\) and \(+\frac{1}{} \pi\); of \(\psi,-\varphi\) and \(\frac{1}{2} x\). and doubled ; of \(\lambda, 0\) and \(\pi\); of \(\rho, 0\) and \(2 \pi\); of \(y, 0\)

2xcos \(\phi\); of 8,0 and \(2 x c o s \phi\).

Let \(\operatorname{rsin} A \mathrm{Nax}^{\prime}, 2 x \cos \phi=y^{\prime}, 2 x \cos \phi=\varepsilon^{\prime}, V=\) volume of segment. \(O M=\cos \theta\). \(\therefore\) The height of the segment is \(r\left(1-\cos { }^{(t)}\right)=2 \operatorname{ran}^{*} \boldsymbol{i}^{2} A\). \(\therefore V=\left\{\pi r^{2} \sin ^{4}\right\} \theta\left(3-2 \sin ^{2} y^{\theta} \theta\right)\).
Since the whole number of wayi the three points can be taken is (f*ris) \({ }^{2}\), required average ib ,

\(x \sin (\varphi+\neq) d \varphi d \psi \sin \lambda d \lambda d \rho y^{2} d y z^{2} d \lambda\).
 \(x d A x^{4} d x d \varphi d \neq d \lambda d \rho y^{8} d y\)
 \(\times d \varphi d \uparrow d \lambda d \rho\)

\(\frac{18}{\pi r^{4}} \int_{0}^{t-} \int_{0}^{r^{r}} \int_{-t}^{4} V_{t} \sin \theta\left[3\left(\frac{1}{2} \pi+\psi\right) \sin \varphi+2 \cos \varphi+\sin ^{2} \varphi \cos \varphi\right] \times \cos ^{2} \varphi x^{4} d \psi d x d \varphi\)
\(\frac{315}{3 \pi r^{4}} \int_{0}^{4 x} \int_{0}^{x} V_{\sin } \sin ^{2} d \theta d x\)


Thin is the average volume of the lesser segment.
\(1 r^{3}(\pi-1)=\) average volume of greater.

\section*{EDITORIALS.}

The Monthly will not appear during the months of July and Angust, bat the August-September number will appear about the first of September.

We are pleased to state that our valued contributor, Dr. G. B. M. Zerr, has been called to the presidency of The Russell College, Lebanon, Va. May success, as we know it will, follow him in his new field of work.

The Monthly is now sorely in need of funds to carry it on further. Will those of our subscribers who are in arrears remit the amount of their sabscriptions at once, so that no delay may be caused through lack of funds in getting out our next issue?

The degree of Doctor nf Philosophy was conferred June 9th, by the University of Pennsylvania, on Prof. Robert J. Aley, the subject of his thesis being, "Some Contributions to the Geometry of the Triangle." We congratulate Dr. Aley on having received this degree as it is not an honorary one, but was obtained by actual work done at the University during the past year.

We are sorry that we were obliged to disappoint our readers in failing to give in the May number of the Monthly, the first of a series of articles on Lie's Transformation groups, by Dr. Edgar Odell Lovetl. Owing to some unavoidable circurnstances, Dr. Lovett was unable to prepare the articles, but he assuree as that he will have his first article ready for the August-September number. We shall look forward with a good deal of interest for the appearance of the next number.

It has bepn proposed that the number of pages of the Montrily be increased from 32 to 50 . half the number of which shall be devoted to papers and the other half to the solutions of problems, and the price of subecription raised to 85 . per year: We shall be pleased to hear from every one of our subscribers in regard to this matter, that in case the proposition meets with the necessary endorsement it may be carried into execution at the beginning of the fifth volume. We are at all times open to advice and suggestions from our readers and no pains will be spared on our part to increase the usefulness of our journal.

The University of Chicago, Summer, 1897. The following mathematical courses will be offered :-By Professor Moore : Abstract groups; Projective ge-ometry.-By Professor Bolza : Hyperelliptic functions; Advanced integral cal-culus.-By Dr. Lovett : The geumetry of Lie's transformation-groups.-By Dr. Young : \({ }^{1}\) Conferences on mathematical pedagogy ; \({ }^{1}\) Determinants; Culture Calculus; \({ }^{2}\) Plane trigonometry.-By Mr. Slaught: Integral Calculus; College adgebra. The courses are four or five hours weekly for twelve weeks from July 1 , 1897 ; the two courses marked 1 are, however, only for the first six weeks, and
sourse marked 2 is ten hours weekly for the second six weeks. Those who cet to work in mathematics at the University of Chicago during the coming mer, as well as those who desire further information, are requested to comicate with Professor Moore.

It was our intention to have appear in this issue a group of some of our ributors, but it was impossible for us to make all the necessary arrangements ont delaying this number. So we have decided to have our group in the ust-September number.

We are indebted to Dr. Artemas Martin for pamphlet copies of his valupapers on "Formulas for the Sides of Rational' Plane Triangles," and Method of Finding, without Tables, the Number Corresponding to a given urithm." These papers will appear in Vol. II., No. 11 of the Mathematical asine.

We have received a copy in pamphlet form of "Transcendental Numbers," Prof. Heinrich Weber. Translated into English by Prof. W. W. Beman. rinted from the Bulletin of the American Mathematical Society. Thanks are Professor Beman for giving us this reproduction in English of this very insting and valuable paper.

Ginn \& Co. announce for June a Higher Arithmetic by Wooster Woodruff lan, of the University of Michigan, and David Eugene Smith, of the Michi-
State Normal School. Teachers will await with much interest this new t on arithmetic by these well-known authurs. The same publishers announce 3ady "An Elementary Arithmetic," by William W. Speer, being the second cof this new series.

\section*{BOOKS AND PERIODICALS.}

Differential Equatims. By D. A. Murray, Ph. D., of the Department of hematics in Cornell University. Price \(\$ 1.90 .230\) pages. New York and don : Longmans, Green \& Co. 1897.
This work aims to meet the needs of students of physics and engineering who wish if the subject in a tool, as well as of those students who have more time to give to the ral theory and who wish to proceed to the study of the higher mathematics. For the class, the theoretical explanations have been given as briefly as is consistent with nees and in most cases the examples have been worked in full detail. In addition, chapters have been introduced dealing with geometrical and physical problems. For recond clase of students, notes have been inserted in the latter part of the book giving lemonstration of additional theorems and more vigorous proofs of theorems partially ed in the first part of the book. Interesting historical and biographical notes have given in proper places, and many references are made to sources where fuller explanis and developments than the scope of the work allows may be found. We commend sook as providing an excellent introductory courme in Differential Equations. J. M. C.

Analytical Geometry. By F. R. Bailey, A. M., and F. S. Woods, Ph. D., Assistant Professors of Mathematics in Massachusetts Institute of Technology. 871 pages. Boston and London: Ginn \& Co. 1897.

This book is intended primarily for students in colleges and technical echools. The treatment of subjects included has been complete and rigorous. There are no importan departures in method of treatment, but we notice that more spnce than is usual has bees given to the more general form of the equations of the first and second degrees; that the equations of the conics have been derived from a single defnition and then by translatioa of the origin equations of the second degree, wanting the \(x y\) term, are hand jed ; and that only later the general equation of the second degree is fully discussed. In molid geomstery the treatment is very satisfactory. The examples are numerous and well choeen. No we is made of deterninants or calculus-a feature which many will commend and others crit icise. Altogether the book is undoubtedly a good one and it should prove a umefal text.
J. M. C.

IIigher Algebra. By George Lilley, Ph. D., LL. D., Ex-President Sonth Dakota College. 504 pages. Silver, Burdett \& Co:, New York, Boston and Chicago. 1894.

The firat 400 pages are the same as the author's "Elemente." As the book only profeemes to cover the ground required for admission to colleges and universities, thin festare is not so objectionable as it would be in a work intended for college and university une. Under the chapter on "Theory of Limits," there are several features which invite attetion, auch as the proof of the Theory ; the sum of an infinite decreasing Geometrical stries; the invention of a symbol to represent an Infinitesimal, etc. However, to our mind the author's interpretation of the for \(\boldsymbol{a} \mathbf{0}\), or \(\mathbf{0}\) as a divinor, is objectionable, and the prod that, in genernl, \(a: 0=0\), defective. The proof as given is,
\[
\frac{12}{+2}=6, \frac{12}{+1}=12, \frac{12}{0}=0, \frac{12}{-1}=-12, \frac{12}{-2}=-6, \text { etc. }
\]
where the quotient. 0 , means that there is no number of times zero that the divinor. 0 . cu be subtracted from 12 and leave zero. It would misrepresent the nuthor's position not to sdd that he invents a new symbol to represent an infinitesimal and shows that " (an infiritesinal) \(=\infty\), nnd he would not confound the 0 , arising from dividing \(a\) by imfinity, with the absolute zero. nor perhapa the absolute zero with the zero, meaning "no number d times," in the quotient \(a \delta=0\). In interpreting the result, \(t=a, 0\), in Clairnut's problem \(d\) the Couriers, he would say, as there is no number of times zero that subtracted frma 4 leaves zero, so there is no number of hours when they have been or will be wgether, and that the form \(a .0\) indicater that the problem in impossible. That our readern many catch the spirit and meaning of his article, we have invited Dr. Lilley to give some elaboration to his views in a short article for the Montris to be published in a future number. Atthough we do not approve some of the positions which the nuthor has taken, still we rt gard the treatise on the whole as one of decided merit. The book has evidently beme made for the class room and for actual use, and bears the marks of having ben written by an experienced and practical teacher.; We have only space to note further the demonstration for "Undetermined Coefflicients," on page 418; "Pascal's Arithmetical Triangle," on paqe 442, which has published in the Moxrrity for December, 1894; and the many interesting notes on the subject of logarithms in the Appendix.
J. M. C.

The following periodicals have been received : Journal de Mathématique Elémentaires, (ler Juin 1897); American Journal of Mathematics. (April, 1897); The Mathematical Gazette, (February, 1897); L' Intermédiare des Mathématiciens, (Mai, 1897); Miscellaneous Notes and Queries, (May, 1897); The Kansw University Quarterly, (January, 1897); The Monist, (April, 1897); Bulletin of the American Mathematical Society, (May. (1897); The Educational Times, (May, 1897), Science, (No. for June 11, 1897); The Review of Reviews, (June, 1897), The Cosmopolitan, (June, 1897); The Arena, (June, 1897).
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\section*{BIOGRAPHY.}

\section*{PROFESSOR DE VOLSON WOOD.} ROFESSOR WOOD was a man of wide and enviable reputation. It had been the fortune of many generations of students to sit under his teachings, he had written books which are standard in the technical schools and among engineers, and he had been active all his life in written and spoken Fincussions before the several societies of which he was a member. FurtherSore, he had personal qualities which impressed themselves promptly and Hongly upon those who came in contact with him, and as a consequence of all wese conditions he was one of the best-known professors in the United States. ant beyond all that lay extraordinary ability as a mathematician and as an anal[a, remarkable strength and simplicity of character, and a genius for teaching Which made his reputation a good deal more than temporary or local.

Professor Wond was a man of considerable practical mechanical ability, hat that ability had never been turned to very important results. His powers - a mathematician, however, have given him a permanent place in the literaire of engineering, and no student of the higher mathematics of engineering can ymain ignorant of the name of DeVolson Wood. Dut his real greatness was as
teacher. In one sense perhaps that is a misfortune for a man, becanse - leaves no monument except in the hearts and the minds of the men who aclally came under his personal influence. His fame becomes a tradition, fading may and gradually disappearing. On the other hand, is this not the very best Brk that a man can do in the world-the work of \(a\) really atrong and round "echer?

It wonld be difficult to sum up in a few words all the qualities whin made Professor Wood great as a teacher, but the fundamental quality war hi own downright sincerity and his faith in his own work; his mind knew only on test, and that was the truth. To him things were either right or they wew wrong, and facts were facte or they were not facts, and he saw no uccasion \(\mathbf{t}\) trying to find any middle ground. But the pursuit of the truth is often enond an arid enterprise, and a man needs more than his own sincerity to got yom men to follow him eagerly in that enterprise ; and Professor Wood did got students to work with alacrity, with eagerness, with enthusiasm. A strong dey ment in this was his own rugged and wholesome enthusiasm; another wa hig air. His solid and robust figure, his keen eye and square jaw, his frank ready smile-all these were part of his influence on the young men. Added in the genuineness which appeared in all his speech and all his manner was a of geniality. The youth who came in contact with him could not help fellee that he stood before a real man, a man strong and sound, mentally and phyich ly ; and while youth is not very analytical it is impressed by a man of such quel ity without knowing why it is impressed. The writer of these words, who buif the fortune to sit under Professor Wood four years in civil engineering, cantw tify that no other teacher ever gave him such hard lessons or ever got out of him an grod recitations, and yet there was no sense of hardahip in it. It seemed natural and inevitable thing to work about five times as hard for Profewor Wcel as for any other teacher, and this perhaps was largely a result of his own enthen iasm in the work. He had forthermore a gift of personal interent in \({ }^{4}\) students. Probably a very small percentage of his pupile-and they muat mine been unworthy students at that-failed to feel that Professor Wood had a pation ular personal interest in them. It was not that he took any special tronble with any one man, but he was always able to carry a man's personality in his mind and he seemed always to be interested in knowing eomething about a man's C reer, And so it came about that his influence on the lives of his stadenta not cease when they left his class-room.

Professor Wood was an active and sincere Christian gentleman, almeip interested in good work and always exerting a good influence in the commmin about him. Among a select body of students his name will be known and bur ored for generations to come as the name of a clear and able writer on the matbematics and mechanics of engineering ; among a great body of teachers, stadenta engineers, and administrators he is remembered in gratitude and love as a strom and wholesome and stimulating friend." From the Railroad Gazette of July 8 1897.

Professor Wood was born near Smyrna, New York, on June 1, 1832, an died at Hoboken, New Jersey, June 27, 1897. He began teaching in 184 teaching for three terme in Smyrna. In 1853, he graduated from the Alban State Normal School. During the same and the following year he was princip at Napanoch. He was assistant professor of mathematics in Albany Norma 1854-5, assistant instructor at the Renselaer Polytechnic Institute, Troy. 1855-
n which he received the degree of Civil Engineer. Hamilton College conferthe degree of Master of Arts in 1859.

At the University of Michigan he was professor from 1857 to 1872, siving the degree of Master of Science in the second year of his professorship. rrough his labors the department of civil engineering was organized. He beme professor of mathematics and mechanics at Stevens Institute of Technology, oboken, New Jersey, in 1872, and upon the withdrawal of Prof. R. H. Thurea, to become president of Sibley College, Cornell, he became professor of chanical engineering, which position he was holding at the time of his death.

He was a member of the American Society of Civil Engineers from 1871 1885, also of American Association for the Advancement of Science, since \(\boldsymbol{\theta}\), and its vice president in 1885 . He was a member of the American Mathitical Society, and of the Society of Mechanical Engineors, and an honorary mber of the Society of Architecte. He was the first president of the Society the Promotion of Engineering Education, started in Chicago at the time of World's Fair.

He was engineer of the ore-dock, Marquette, Michigan, in 1864, and initor of a steam rock drill and air compressor.

He contributed articles to the New York Teacher, Johnson's Cyclopsedia, pleton's Cyclopædia of Mechanics, the London Philosophical Magazine, Vanurand's, The American Engineer, Michigan Journal of Education, Journal of unklin Institute, Railroad Gazette, of which his son is now one of the editors; - Mining and Engineering Journal. Science, The Mathematical Visitor, The elyet, The Annale of Mathematics, The Amfrican Mathematical Monthiy, lother magazines.

He was the author of Trusses, Bridges and Roofs, published in 1872, rod's Edition of Mahan's Civil Engineering. Treatise on the Resistance Matorials, Elements of Analytical Mechanics, Wood's Edition of Magnus' Lesin Elementary Mechanics, Coördinate Geometry and Quaternions, Key and splement to Elemente of Mechanics, and to the Mechanics of Fluids, Trigonotry, Turbines, and in 1887 he published one of the greatest of his books, ormodynamics, which has entered a number of universities and gone through eral editions.
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Scholion I. And this it is, that I atid before in Cor. I. ater XX this ; obviouly that no place would remain over for the hypothesis of sout gle, or Euclidean Geometry would be moet exactly eatablished, if ens strighte existing in the same plane, at sappose \(A X, B X\), which the etraigh meeting (the point \(B\) being assumed at a distance from the point \(\mathbf{A}\) at gre you choose) makes with them toward the aame parts of the pointa \(X\) two a lean than two right angles, if (I say) nowhere at another place (this ctan they can admit a common perpendicular.

For then these two \(A X, B X\) mutually approach each other ever mor deed either within a certain determinate limit, as in XXV of this, or withon certain limit, and therefore even to meeting, anyhow after infinite productic in this XXVII.

Bat it holds that in either of the aforesaid casea the deatruction of th pothesis of acute angle has now been shown. Quod intendebatur.

Scholion II. And again this it is, that I promised at the end of Schs IV efter XXI of this, as from the very terms clearly shines out.

Scholion III. Moreover I could wish here to be observed the diffe between this proposition and the preceding XVII. For there (recall Fig. 15) has been shown the deatruction of the hypothesis of acute angle, if (the straight \(\boldsymbol{A B}\) being as small as you choose) every \(B D\) erected at whatever acute angle, must at length meet in some point \(K\) the perpondicular \(A H\) produced.

But here (viceversa) in fact is permitted the designation of however most small an acute angle at the point \(A\), while still the gect \(A B\) to which is to be erected the indefinite per-
 pendicular \(B X\), may be taken of any length uhatever.

\title{
OJ TEE COMPLEX ROOTS OF NUKERICAL EQUATIONS OF THE THIRD AND FOURTH DEGREE.
}

By A. E. Dopriay, Borlin, Gerany.

The real roots of a numerical equation can, as is well known, be found to any desired degree of accuracy by Horner's method of approximation. The complex roots as well can, for cubic and biquadratic equations, be very easily found by the same method. In fact a single application of Horner's method is in these cazes sufficient for determining all the roots to any desired number of decimal places, whether the roots be poritive or negative, commensurable or incommensurable, real or complex.

THE CUH1S EQVATJOX.
l.et the cubic equation
\[
\begin{equation*}
x^{3}+a_{1} x^{2}+\pi_{2} x+\pi_{3}-0 . \tag{A}
\end{equation*}
\]
have the rooth c, \(a+b i, a-b i\), since one root must be real, where \(i=1-1\) and \(a, b, c\) are real. The sums of the products of the roots one, two, and three at \(a\) time are equal reapectively to \(-a_{1}, a_{8},-n_{8}\). That is
\[
a+b i+a-b i+c--a_{i}
\]
\[
(a+b i)(a-b i)+(a+b i) c+(a-b i) c-a_{s},
\]
\[
\begin{equation*}
(a+b i)(a-b i) c--n_{3}, \tag{1}
\end{equation*}
\]
or

Prom thege three equations it is not difficult to get the following:
lhquations I, II, Ill give all the roots to any deagired degree of accuracy. One may find \(c\) from the given equation (A) by Horner's method, or a 4
\[
\begin{aligned}
& x_{n}^{2}+8 n_{1} n^{2}+2\left(n_{1}^{2}+n_{2}\right) n+n_{1} n_{z}-n_{2}--11 \\
& n--\left(n_{1}+2 a\right) \text { or } a \cdots-1\left(r+n_{1}\right) \\
& \pm \sqrt{\frac{a_{2}-a_{1} a^{2}-2 a^{3}}{2 a+a_{1}}}=b= \pm \sqrt{-a_{3}-a^{2}} \pm \sqrt{-a_{2}-\frac{1+c\left(c+a_{1}\right)^{2}}{c}} \ldots \ldots \text { III. }
\end{aligned}
\]
\[
\begin{align*}
& n^{2}+b^{2}+2 a c-n=  \tag{2}\\
& \left(n^{2}+b^{2}\right) r-a_{3}
\end{align*}
\]
equation I by the same method, according to which is the easier. The a or \(c\) and \(b\) are given by II and III by a mere substitution. It is, of course, immaterial whether the positive or negative value of \(b\) be taken, since, in any case, both are used. \(b\) will be imaginary only when the original equation ( \(A\) ) has all three roots real. It is also of no consequence which of the three values for a given by equation I be taken, but I will in no case have a greater namber of real roots than the given equation ( \(A\) ).

Example. Find the roots of \(x^{2}-2 x-5=0\).
The one real root \(c\), easily found by Horner's method is, \(c=2.0945+\).
We have moreover, \(a_{1}=0, a_{8}=-2, a_{8}=-5\). Therefore, \(\left.a=-\right\}\left(c+a_{1}\right)\)
\(=-1.0472+\), and \(b=\sqrt{\frac{5}{2.0945}-(-1.0472)^{2}}=1.123\).
The roots therefore are \(-1.0472 \pm 1.123 \mathfrak{l} \mathbf{l}^{\prime}-1\) and 2.0945.
In this example, equation I. takes the form
\[
8 a^{3}-4 a+5=0,
\]
which has the one real root \(a=1.0472+\). This is the same result above.

> The Biquadratic Equation.

Let the roots of the biquadratic equation
\[
\begin{equation*}
x^{4}+a_{1} x^{2}+a_{2} x^{9}+a_{2} x+a_{4}=0 \tag{B}
\end{equation*}
\]
be \(a \pm b i, c \pm d i\). We then have as before
\[
i+b i+a-b i+c+d i+c-d i=-a_{1}
\]
\((a+b i)(a-b i)+(a+b i)(c+d i)+(a+b i)(c-d i)+(a-b i)(c+d i)\)
\[
+(a-b i)(c-d i)+(c+d i)(c-d i)=a_{8},
\]
\((a+b i)(a-b i)(c+d i)+(a+b i)(a-b i)(c-d i)+(a+b i)(c+d i)(c-d i)\)
\[
+(a-b i)(c+d i)(c-d i)=-a_{3},
\]
\[
(a+b i)(n-b i)(c+d i)(c-d i)=a_{4}
\]
or
\[
\begin{equation*}
2(a+c)=-a_{1} . \tag{1}
\end{equation*}
\]
\[
\begin{align*}
\left(n^{2}+b^{2}\right)+\left(c^{2}+d^{2}\right)+4 a c & =a_{2} .  \tag{2}\\
2 c\left(a^{2}+b^{2}\right)+2 a\left(c^{2}+d^{2}\right) & =-a_{3} .  \tag{3}\\
\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right. & =a_{4} . \tag{4}
\end{align*}
\]

From these four equations we find

If we now eliminate \(u\) and \(a\) by means of 5 , I and II, we have the following equation of the sixth degree for \(c\) :
\[
\begin{align*}
& 64 c^{6}+96 a_{1} c^{6}+16\left(3 a_{1}^{2}+2 a_{2}\right) c^{4}+8\left(4 a_{1} a_{2}+a_{1}{ }^{2}\right) c^{3} \\
& +4\left(a_{2}^{2}+2 a_{1}{ }^{2} a_{2}+a_{1} a_{3}-4 a_{4}\right) c^{2}+2\left(a_{1} a_{8}^{2}+a_{1}^{2} a_{3}-4 a_{1} a_{4}\right) c \\
& \quad+a_{1} a_{2} a_{3}-a_{1}{ }^{2} a_{4}-a_{3}^{2}=0 \ldots \ldots \ldots \ldots \tag{III.}
\end{align*}
\]

From I and II we have moreover,
\[
\begin{align*}
& d= \pm_{1} \overline{u-c^{2}}  \tag{7}\\
& b= \pm_{1} \overline{t-a^{2}} . \tag{8}
\end{align*}
\]

Therefore, after getting a single value of \(c\) from III by Horner's method, \(a, u, t, d\), and \(b\) follow respectively from (5), I, II, (7), and (8) by mere substitutions, and thus a single application of Horner's method suffices to find all of the roots, no matter what their character.

If the equation ( \(B\) ) has no real roots, then III will have only two real roots. They are separately the values for \(a\) and \(c\), and either can be taken for \(c\). That is, the equation of the sixth degree giving \(a\) is the same as III giving \(c\).

Example. Find the roots of the equation
\[
x^{4}-6 x^{3}+18 x^{2}-30 x+25=0
\]

In this equation \(a_{1}=-6, a_{8}=18, a_{3}=-30, a_{4}=25\).
We have therefore as equation III.
\[
4 c^{6}-86 c^{5}+144 c^{4}-324 c^{3}+425 r^{2}-303 c+90=0
\]

It is immediately seen that one is a root of this equation, therefore \(c=1\), from which there follows,
\[
\text { from (5), } a=-\frac{1}{2}(2-6)=2 \text {, }
\]
\[
\text { from } I, u=[2.18-30+4(2-6)] /[-2]=5,
\]
\[
\begin{align*}
& a=-\frac{1}{2}\left(2 c+a_{1}\right)  \tag{5}\\
& c=-\frac{y}{\left(2 a+a_{1}\right)}  \tag{6}\\
& c^{8}+d^{8}=u=\frac{2 c a_{g}+a_{3}+4 c^{2}\left(2 c+a_{1}\right)}{4 c+a_{1}} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots .
\end{align*}
\]
\[
\begin{aligned}
& \text { from } I I, t=a_{4} / v=\frac{k}{4}=5 \text {, } \\
& \text { from (7), } d= \pm \sqrt{\overline{5-2}}= \pm \dot{2}, \\
& \text { from (8), } b= \pm \sqrt{\overline{5}-4}= \pm 1 \text {. }
\end{aligned}
\]

The roots are therefore \(2 \pm i, 1 \pm 2 i\).
The value 2 for a astisfies the equation III as it should, and 1 and 2 are the only real roots which III possesses.

If the given equation ( \(B\) ) has two real roote and both are known to any desired degree of cecaracy, the two other roots are very eacily found. Put
\[
\begin{aligned}
& a+b i=h \\
& a-b i=k
\end{aligned}
\]
where \(h\) and \(k\) are known. Then
\[
\begin{aligned}
& a=\$(h+k), \\
& b=-\frac{k}{( }(k-k) i \\
& r=-\frac{1}{\left(h+k+a_{1}\right) \text { from }(k) .}
\end{aligned}
\]
and \(u\) is found from \(I\) and \(d\) from (7) before. Thus the roots are all determined.
.If all of the roots of ( \(B\) ) are real, they will be equally well given by the first method above. In this case \(b\) and \(d\) will be imaginary.

\section*{A DEVICE FOR EXTRACTING TEE SQUARE ROOT OF OER TAEN SURD GUANTITIES.}

\(A B M N\) is a square. \(O L\) is an arm revolving freely about \(O\). This arm beyond \(C\) is divided into equal parts at \(E, x, y, z\), etc.

To determine the character of the divisions made on \(F P\) by the pointa of division on OL, as \(O L\) revolvee. Call the side of the square \(A B, 2 a ; B C\), \(b ; C E, c\); and \(C D, x\).

Then \(O C=1^{\prime} \overline{a^{8}+(a+b)^{i}}\).
\[
G C=2 v^{\prime} \overline{a^{2}+(a+b)^{2}}+c
\]

\[
F^{\prime} C=2(a+b)+x
\]

From the properties of two intersecting chords we have,
\[
\begin{aligned}
& x\{x+2(a+b)\}=c\left\{c+21^{\prime} \overline{a^{2}+(a+b)^{2}}\right\} \\
& x^{2}+2(a+c) x+(a+b)^{2}=a^{2}+2 a b+b^{2}+c^{2}+2 c{l^{\prime}}^{\prime} \overline{a^{2}+(a+b)^{2}} \\
& x+(a+b)=\overline{\gamma^{\prime}(a+b)^{2}+c^{2}+2 c v^{\prime} \overline{a^{2}+(a+b)^{2} .}}
\end{aligned}
\]

Suppose that we examine the results when integral values are given to e constants.

Put \(a-c=1, b=0\). (fet \(c\) take successively the values \(1,2,3,4, \ldots \ldots\) c.)

Then \(x+1=\boldsymbol{v}^{\prime} \overline{2+2 \boldsymbol{q}^{\prime} 2}\),
\[
\begin{aligned}
& x+1=\prime^{\prime} 5+4 \jmath^{\prime 2} \\
& x+1=\jmath^{\prime} \overline{10+6 \jmath^{\prime} 2} \\
& x+1=\sqrt{17+8_{y} \cdot 2,} \text { etc. }
\end{aligned}
\]
d the law of the series is readily seen.
Put \(a=c=b=1\), and let \(c\) vary as before.
\[
\begin{aligned}
& x+2=\sqrt{5+2 y^{\prime}}, \\
& x+2=\sqrt{8+4 V^{5}}, \\
& x+2=\sqrt{13+6 y^{\prime} 5} \\
& x+2=\jmath^{\prime} \overline{20+8 l^{\prime} 5}, \text { etc. }
\end{aligned}
\]

The law is again evident.
Yut \(a=1, b=2\), and let \(c\) vary.
\[
\begin{aligned}
& x+3=v^{\prime} \overline{10+2 v^{\prime} 10}, \\
& x+8=r^{\prime} \overline{13+4 f^{\prime} 10}, \\
& x+8=v^{\prime} \overline{18+6 \cdot 10}, \\
& x+8=\overline{25+8,10}, \text { etc. }
\end{aligned}
\]

The law is again evident.
Yut \(a=-1, b=3\), and let \(c\) vary.
\[
\begin{aligned}
& x+4=\sqrt{17+2,17}, \\
& x+4=V \overline{20+4 \sqrt{17}}, \\
& x+4=\sqrt{26+6 V^{17}}
\end{aligned}
\]

These examples show how the various series will be found.
From the previous considerations we at once have the date for the \(80-\) straction of a simple mechanical device for the extraction of roots of certain mil quantitiee.
\(A B\) ia an upright to arranged that \(C D\) will slide op and down alway par. allel to itself. It is accurately marked to scale no that CD may be set at any do-

sired a. \(F E\) worky in a slide \(L M\) which is free to rotate sbout \(O\). It in acarately ruled to scale from \(P\) to \(F\). By sliding it in \(L M, P\) may be set at any dr sired \(a+c\). \(C D\) is ruled to scale and is also provided with a diagonal seale, wn that by the use of dividera, resulte may be read to hundredths. When the in strument is set at any chosen \(a\) and \(b\), all the roots for that set may be read of at once.

Tables may be easily conatructed. A few samples are here given.
The \(a^{\prime}\) 's are read in the vertical columns, the \(b\) 's horizontally, and in the squares the \(c\) 'a take successively the values \(1,2,3\), etc. But three term are given in each square, enough to make the law perfectly evident.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & & & & & & & & \(|\)\begin{tabular}{l}
\(691 / 8+98 \wedge\) \\
\(691 / 8+88\). \\
\hline 1
\end{tabular} & 6 \\
\hline & & & & & & & \[
\begin{aligned}
& \frac{951 / 19+08 \Lambda}{951 / 7+98 \Lambda} \\
& 951 / 8+88 \Lambda \\
& \hline 95
\end{aligned}
\] & \[
\begin{aligned}
& \frac{86!\Lambda g+8 L}{} / 1 \\
& 86 I / 7+89 \Lambda \\
& 86 I / z+99 \Lambda
\end{aligned}
\] & 8 \\
\hline & & & & & & \[
\left.\begin{aligned}
& \frac{081 / 9+08 \Lambda}{081 / 7+98 \Lambda} \\
& \frac{081 / 8+68}{081}
\end{aligned} \right\rvert\,
\] & \[
\begin{aligned}
& \frac{81 I / 9+8 L}{81 I / 1++89} \Lambda \\
& \frac{81 I / z+99}{} 1
\end{aligned}
\] & \[
\left[\begin{array}{l}
\frac{86 \Lambda 9+89 \Lambda}{86 / 7+89 \Lambda} \\
86 \Lambda 8+09 \Lambda
\end{array}\right]
\] & 2 \\
\hline & & & & &  & \[
\begin{aligned}
& \frac{001 \Lambda 9+8 \nu \Lambda}{001 ~} 17+89 \Lambda \\
& 001 / 8+99
\end{aligned}
\] & \[
\begin{aligned}
& 98 \wedge 9+89 \wedge \\
& 98 \wedge 7+89 \lambda \\
& 98 \lambda 8+09,1
\end{aligned}
\] & \[
\begin{aligned}
& \frac{8 L / 9+9 i}{8 L / 7+0 i} 1 \\
& 8 L / 8+L 8 \Lambda
\end{aligned}
\] & 9 \\
\hline & & & & \begin{tabular}{l} 
901 \(19+081\) \\
\(901 / 7+98\) \\
\hline \(901 / 7+68 \lambda\)
\end{tabular} & \begin{tabular}{l}
\(68 \lambda^{\prime} 9+8 L\) \\
\(68 \lambda_{7}+89 \lambda\) \\
\(68 \lambda_{6}+99\) \\
\hline 9898
\end{tabular} & \[
\begin{aligned}
& 7 L . \lambda_{9}+891 \\
& 7 L, \lambda_{7}+89,1 \\
& 7 L \lambda_{q}+09,1
\end{aligned}
\] & \[
\begin{aligned}
& 19 \lambda_{9+97}^{\prime} \\
& \frac{19 \lambda_{7}+07}{19 / 2+28 / 1}
\end{aligned}
\] &  & 9 \\
\hline & & & \[
\begin{aligned}
& \frac{26 \cdot 19+06}{26 / 17+98} 1 \\
& 26 / 7+88.1
\end{aligned}
\] & \begin{tabular}{l}
\(08 \lambda 9+8 L\) \\
\hline \(0817+89 \lambda\) \\
\hline \(0817+99 \lambda\)
\end{tabular} & \begin{tabular}{l} 
98 \(19+89\) \\
\hline \(99 \lambda_{7}+89\) \\
\hline \(98 / 1709 \lambda\)
\end{tabular} & \[
\begin{aligned}
& 69 \cdot 19+971 \\
& 8917+071 \\
& 89 / z+28
\end{aligned}
\] &  & \[
\begin{aligned}
& \frac{68 \cdot 19+96 \lambda}{88 \cdot 17+08 \lambda} \\
& 88 \lambda_{7}+L I
\end{aligned}
\] & F \\
\hline & & \[
\left.\begin{array}{|l}
06 \cdot 19+06 \wedge \\
06 / 17+98 \\
06.1_{7}+78
\end{array} \right\rvert\,
\] & \[
\begin{aligned}
& \frac{8!19+8 L}{\prime \prime} \\
& 8 L / 7+89 \\
& 8 L .16+99 \\
& \hline
\end{aligned}
\] & \[
\begin{aligned}
& 89.1_{9}+89 \lambda \\
& 89 . \Lambda_{7}+89, \Lambda \\
& 89,1_{7}+09.1
\end{aligned}
\] & \[
\begin{aligned}
& 97 \lambda_{9}+97 \lambda \\
& 97 / \lambda_{7}+07 \Lambda \\
& 97 \lambda_{6}+28 \Lambda
\end{aligned}
\] & \[
\begin{aligned}
& 78,19+78 / \lambda \\
& 78,15+86 \wedge \\
& 7816+96 / 1
\end{aligned}
\] & \[
\begin{aligned}
& 96,19+96,1 \\
& 96,17+06 / 1 \\
& 96 / 1 q+21,1
\end{aligned}
\] & \[
\begin{aligned}
& 81 / 9+81 \\
& 81 / 17+81 / \\
& 81 / 7 \%+01
\end{aligned}
\] & 8 \\
\hline & \[
\begin{aligned}
& 98 / 9+06 \lambda \\
& 98 / 7+98 \lambda \\
& 98 / 7+88 / 1
\end{aligned}
\] & \[
\begin{aligned}
& 89,19+8 L / 1 \\
& 89,18+89 / 1 \\
& 89.18+99 / 1
\end{aligned}
\] & \[
\begin{aligned}
& 89 / 19+89.1 \\
& 89 / 17+89 / 1 \\
& 89 / 17+09.1
\end{aligned}
\] &  & \[
\begin{aligned}
& 66 \Lambda_{9}+78 \lambda \\
& 68 \Lambda 7+68 \Lambda \\
& 66 \Lambda_{6}+98.1
\end{aligned}
\] & \[
\begin{aligned}
& 0819+981 \\
& 0617+08 \\
& 061 z+21
\end{aligned}
\] & \[
\begin{aligned}
& 81 / 9+81 / 4 \\
& 81 \lambda 7+81, \\
& 81 / 7+01,4
\end{aligned}
\] & \[
\begin{aligned}
& \frac{8 \lambda+8 I}{8,17+8} \lambda \\
& \frac{8,18+9}{8} \Lambda
\end{aligned}
\] & 8 \\
\hline 88/9 +06/1 & \(98{ }^{19}+82\) & \(09,19+89,1\) & L8. \(19+981\) & \(96.19+8{ }^{1} 1\) &  & \(0 \mathrm{~L} / 49+8 \mathrm{l} / 1\) & \(\underline{919+81}\) & 8 19+01 & \\
\hline 28 \(15+98\), & 99 \(17+89 \wedge\) & 09, \(17+89.4\) & L8,18+07, 1 & 98 \(17+67,4\) & L1, \(17+08,1\) &  & \(\underline{9} 18+8\) 1 & \(\underline{2,18+9}\) & I \\
\hline 68 \(18+68 \wedge\) & 99, \(17+99 \wedge\) & \(09,16+09.1\) & L8 \(17+28 \wedge\) & \(98 \Lambda 6+98 \Lambda\) & \(\underline{L I} \mu_{8}+21.1\) &  & \(9.17+9,1\) & \(\underline{8} \Lambda_{6+\%} 1\) & II \\
\hline 8 & \(L\) & 9 & \[
\frac{q}{\rho \cdot \operatorname{axv} q^{\prime} q}
\] & to matva tve & \[
8
\] & iv. & I & 0 & \\
\hline
\end{tabular}

\section*{ARITHMETIC.}


\section*{sOLUTIONs OF PROBLFHIS.}
 *oringici Mixac.

How far will a body fall in the firat meooad on the man, the dennity of the sun being 3 times that of the enth and ith dimmeter 8,4400 miliea?



Let \(G=\) gravity on mon, \(g=\) gravity on earth.
\(D=\) density of sun, \(d\)-=denuity of earth.
\(R=\) radins of sun, reradius of earth.
Then \(G: g=D R: d r . \quad \therefore G=g D R / d r\).
Now \(g=32.2, D=.25 d=t d, R=109.6 \mathrm{r}\).
\(\therefore G=\frac{32.2 \times 109.5}{4}=881.475\).
\(3 G=440.7875\) feet, the distance a body will fall the first second.

Two men, A and B, started from the mame point at the same time; A traveled toutheast for 10 hours and at the rate of 10 miles per hoar, and \(\mathbf{B}\) due sonth for the anme time, mofigg 6 miles per hour; they then turned and traveled direotly towarda emch other at the mane rate" reapectively, till they met. How far did each man travel?



Let \(C\) be the starting point ; \(C A=\) the distance \(A\) traveled southeast, and \(C B=\) the distance \(B\) traveled sonth. Then \(C A=100\) milen, and \(C B=60\) miles. Now draw \(A D\) perpendicvlar to \(C B\) produced to \(D\). \(A \in \angle D=\) right angle, and \(\angle C=45^{\circ}\), then \(C D=A D\).

Then \(2 \overline{A D}^{s}=\overline{A C}^{3}=100^{3}\); whence \(A D=501^{\prime 2}\), and \(B D=60,2-60\). \(\therefore\) From the right triangle \(A D B\),
\[
\begin{gathered}
A B=\sqrt{\prime\left(50 \|^{\prime} 2\right)^{2}+\left(50 y^{\prime 2}-60\right)^{2}}=\sqrt{18600-6000 \|^{2}} \\
.-71.517261+\text { miles. }
\end{gathered}
\]


A and \(B\) together travel 16 miles per hour, and the time required, until they meet in traveling \(A B\), is 18 of \(A B=4.469828+\) hours. Therefore, \(A\) trav. eled \(44.69828+\) miles and \(B .28 .81897+\) miles of the distance \(A B\).
\(\therefore\) The total distance traveled by \(A\) is \(144.69828+\) miles, and by \(B\), \(86.81897+\) miles.

This problem was also solved by F. R. HONEY, C. A. JONES, and R. W. MORRELL.
solutions of problem 80 were recelved from G. B. M. Zerr, P. S. Berg, E. W. Morrell, F. R. Hobey. and H.C. Wilkea.

Notm. Hon. Joalah H. Drammond says, in reference to problem 78: "How oan you make \(988 \times 8+600=80058\) The queation is erroneonsly enunctated or erroneonaly colved, or both."'

If we asamme that the problem is correotly stated, then certalnly the pabliahed solution is ade the solution of the problem. The following is an algebraic atatement of the problem as proposed:

Let \(x\) number of cows. Then \(8 x+500=\) number of horses. Let \(y=\) aumber of sheop. Then \(4 y-150=\) number of cows. Hence, \(z=4 y-125,8 x=12 y-878\), and \(8 x+500=19 y-878+500=12 y+101\), the number of horsen expressed in terms of the number of sheep. Hence, \(y\), the aumber of sheep, \(+4 y-183\), the aumbr cows, \(+12 y+101\), the number of horses, or \(17 y+65=t 0 t a l\) numberm 5100 . Solving this equation, we do zor obtain integral results. If 9 were changed to 5 , then \(y\) would be integral, and the problem poedble. We falled to And this problem in Bronks' Higher Arithmetic. Edrron.

\section*{ALGEBRA.}

Conducted by J. M. COLAW, Monterey, Va. All contributions to this dopartment should be seat to lida.

\section*{SOLUTIONS OF PROBLEMS.}
78. Propoced by CRAS. C. CROss, Iaytonsville, Md.

Prove that \(\frac{2, \overline{2+1} 3}{4+1 \cdot 6-12}=16-12+13-2\), when reduced to its lowest terms.
1. Solvtion by JOsIar R. DRUMMOND, Portlead, Maine.
\[
\begin{aligned}
& \frac{2 \cdot \overline{2+1} 3}{4+16-12}=\frac{12 \overline{2+21} \overline{3}}{4+12(1 \overline{3-1)}}=\frac{1+13}{2+2+13-1}, \\
& =\frac{(1+3)(2,2-13+1)}{2(2+1},=(2-13)(1+13)(2,2-13+1), \\
& =\frac{(13-1)(2,2-13+1)}{2},-1(i-12+13-2 .
\end{aligned}
\]
II. Solntion by G. B. M. ZERR, A. M., Ph. D., Russell Colloge. Lebanon, Va.; and P. S. BERG, Prizejpl ad Schools. Larimore. M. D.
\(\frac{2,2+13}{4+16-12}=\frac{16+12}{4+1 \cdot 6-12},=\frac{(1 \cdot 6+12)(4+16+12)}{\left(4+1^{6} 6\right)^{2}-2}\),
\[
\begin{gathered}
=\frac{\sqrt{ } 6+\sqrt{ } 3+\sqrt{ } 2+2}{5+2 l^{\prime} 6},=\frac{(\sqrt{ } / 6+\sqrt{ } 3+\sqrt{ } 2+2)(5-2 \sqrt{6})}{25-24} \\
=\sqrt{6}-\sqrt{\prime} 2+\sqrt{ } 3-2
\end{gathered}
\]

Also solved by COOPER D. SCKIMITY and the PROPOSER.
78. Propoced by ©. B. M. ZERR, A. M., Ph. D., Preaident and Profoceor of Machomatics, Rageoll College, banon, Va.

Find the worth of each of five persons, \(A, B, C, D\), and \(E, k n o w i n g, 18 t\), that when 's worth is added to \(a\) times what \(B, C, D\), and \(E\) are worth, it is equal to \(m\); 2 nd, when 's worth is added to \(b\) times what \(A, O, D\), and \(E\) are worth, it is equal to \(n ; 8 n d\), when 's worth is added to \(c\) times what \(A, B, D\), and \(E\) are worth, it is equal to \(p\); 4 th, when 's worth is added to \(d\) times what \(A, B, C\), and \(E\) are worth, it is equal to \(g\); 5 th, when 's worth is added to \(\rho\) times what \(A, B, C\), and \(D\) are worth, it is equal to \(r\).
1. Solution by the PROPOSFR.

Jet \(x, y, z, u, v\) be the worth of \(A, B, C, D\), and \(F\), respectively. Then
\[
\begin{aligned}
& x+a(y+z+u+v)=n \\
& y+b(x+z+u+v)=n \\
& z+c(x+y+u+v)=p \\
& u+d(x+y+z+v)=q \\
& v+c(x+y+z+u)=r
\end{aligned}
\]

Jet \(x+y+z+u+v=8\); then \(x+a(8-x)=n\).
\[
\begin{align*}
& x=(n-a 8) /(1-a) \ldots \ldots . .(1) . \quad \text { Similarly, } y=\left(n-b_{8}\right) /(1-b) \ldots \ldots(2), \\
& =(p-c s) /(1-c) \ldots \ldots . . \ldots . . .(8), \quad u=(q-d s) /(1-d) .  \tag{4}\\
& \theta=-(r-c 8) /(1-c) \tag{5}
\end{align*}
\]

Adding (1), (2), (3): (4), and (5), we get
\(=\frac{m-a s}{1-a}+\frac{n-b s}{1-b}+\frac{p-c s}{1-c}+\frac{q-d s}{1-d}+\frac{r-c 8}{1-c}\).
\[
\therefore s=\frac{\left\{\frac{m}{1-a}+\frac{n}{1-b}+\frac{p}{1-c}+\frac{q}{1-d}+\frac{r}{1-c}\right\}}{\left\{1+\frac{a}{1-a}+\frac{b}{1-b}+\frac{c}{1-c}+\frac{d}{1-d}+\frac{c}{1-c}\right\}}
\]

This value of in (1), (2), (3), (4), (5) gives \(x, y, z, u, v\).
II. Solution by COOPER D. SCEM MITT, M. A., Profenery of Machomatice, Uatreraity of Tomacecen, Feer Tomn.; and Profecsor CHAS. C. CROss, Laytonsille, Md.

By the conditions we have at once the five equations ; letting \(x, y, z, u\), \(=A, B, C, D, E\), and \(F^{7}\) s shares, respectively :
\[
\begin{aligned}
& x+a y+a z+a u+a t=m, \\
& b x+y+b y+b u+b t=n, \\
& c x+c y+z+c u+c t=p, \\
& d x+d y+d z+u+d t=q, \\
& e x+e v+e z+e u+t=r .
\end{aligned}
\]

Hence by Determinants,
\[
x=\left|\begin{array}{ccccc}
n & a & a & a & a \\
n & 1 & b & b & b \\
p & c & 1 & c & c \\
q & d & d & 1 & d \\
r & c & e & e & 1
\end{array}\right|+\left|\begin{array}{ccccc}
1 & a & a & a & a \\
b & 1 & b & b & b \\
c & c & 1 & c & c \\
d & d & d & 1 & d \\
e & e & c & e & 1
\end{array}\right|
\]
\[
y=\left|\begin{array}{ccccc}
1 & m & a & a & a \\
b & n & b & b & b \\
c & p & 1 & c & c \\
d & q & d & 1 & d \\
& e & r & e & e \\
1
\end{array}\right| \div\left|\begin{array}{ccccc}
1 & a & a & a & a \\
b & 1 & b & b & b \\
c & c & 1 & c & c \\
d & d & d & 1 & d \\
e & e & e & e & 1
\end{array}\right|,
\]
and so with \(z, u\), and \(t\), each determinant possessing 120 terms, when expand

\section*{GEOMETRY.}

Conducted by B. F. FIMEBL, Springfield, Mo. All contributions to this dopartmeat should be seat to hin SOLUTIONS OF PROBLEMS.
76. Proposed by L. B. FRAKER. Bowling Green, Ohio.

Lines run from a point, \(I\), within a triangular piece of land to the angles \(. f, B\). \(C\) are 01,102 , and 80 rods, respectively; and \(\Omega\) line 78 rods in length passing through point, \(P\), and terminating in the sides \(A C\) and \(B C\) cuts off 3024 square rods adjacent to gle \(r\). Required the dimensions of the land.

Let \(A B C\) be the required triangle. \(A P=a=91\) rods, \(B P=b=102\) rode, \(\partial P=c=80\) rods, \(D E=d=78\) rods, the line drawn hrough \(P\) and cutting off 3024 square rods adjacent to be angle \(C, C D=x, C E=y, P E=2\), and ares of triagle \(D E C=k\).

Draw the perpendiculars \(P G\) and \(P I\), from the Dint \(P\) to the sides \(B C\) and \(A C\) respectively, and raw \(C F\) perpendicular to \(D E\). Then
\[
x^{2}=y^{2}+d^{4} \pm 2 d \times F E \text {, whence }
\]

\[
\begin{aligned}
& F E=\frac{y^{2}+d^{4}-x^{3}}{2 d}, ~ A l \sin P E= \pm \sqrt{y^{2}-\frac{4 k^{2}}{d^{2}}} \\
& \text { Hence, } F^{y^{2}+d^{2}-r^{2}} \frac{2 d}{2 d}= \pm \sqrt{y^{2}-\frac{4 k^{3}}{d^{2}}},
\end{aligned}
\]
shence \(-\left(x^{8}-y^{2}\right)^{2}+2 d^{4}\left(x^{9}+y^{3}\right)=16 k^{2}+d^{8}\), an equation containing two unnown quantities. Hence since no other conditions are given by which \(x\) ory an be found, it follows that the problem in indeterminate.

By trial, we find that \(x=90\) and \(y=84\) atisfies the above equation.
Hence, these values furnibh a solntion, in poritive integers, of the probim. Then
\[
P F=\sqrt{e^{z}-\frac{4 \overline{k^{2}}}{d^{2}}}=19 \text { 券 rods, and } F E=\sqrt{y^{3}-\frac{4 k^{z}}{d^{2}}}=32 \text { is rods. }
\]
ence, \(z=P F+F E r 52\) rodn.
\[
\begin{aligned}
& B G=\frac{b^{2}+B C^{2}-c^{2}}{2 B C} \text { and } \quad C A=\frac{f^{2}+y^{2}-z^{2}}{2 y}, \quad \text { lint } B G+C G=B C . \text { Hence, } \\
& B C=\frac{c^{2}+y^{2}-2^{2} \pm 1}{} \frac{\overline{4\left(b^{2}-c^{3}\right) y^{2}+\left(c^{2}+y^{8}-2^{8}\right)^{2}}}{2 y}=154 \text { modr. }
\end{aligned}
\]

By similar reasoning with the triangles \(A P C\) and \(D P C\). we lind that .t \(C\) 165 rods.
\[
\begin{aligned}
& \cos A C B=\left(90^{2}+84^{2}-18^{2}\right)+2.90 .84=\frac{1}{2} . \\
& A B=1 \bar{A} \overline{C^{2}+B C^{2}-2 A C . B C \times \cos A C B}=143 \text { rods. }
\end{aligned}
\]

Hence, the dimensions of the field are \(A B=143\) rods, \(B C^{\prime}=154\) rods, and \(C=165\) rods.
77. Proponed by CHMS. C. CROBs, Laytondille, ind.
\(\Delta\) line is drawn perpendicular to \(B C\), of the triangle \(A B C\), whose sides are \(B C\) \(C A=b\), and \(A B=c\), through \(A\) to \(D\), a distance \(d\), ( \(d\) being equal to or greater than \(a\) from \(D\) a line is drawn to \(E\), a distance \(e\), ( \(e\) being equal to or greater than \(a+b+c\) ) on extended. Required the area of the ellipse which is isogonal conjugate to the straight \(n F ;\) with reapect to the triangle \(A B C\).

\section*{I. Solution by G. B. M. ZBRR, A. M., Ph. D., Preaddent of Rascell Collego, Labason, Ve.}

Using trilinear coördinates and letting \(F\) be the point where \(A D=d \mathrm{c}\) \(B C\), we get \(D F=(d-b \sin C), E F=\sqrt{e^{2}-(d-b s i n C)^{2}}=f\).
\(\therefore\) The coördinates of \(D, E\) are respectively,
\[
\begin{gathered}
\{-(d-b \sin C), e \cos C, e \cos B\} \text { and } \\
\{0,-(f-b \cos C) \sin C,-(f+c \cos B) \sin B\} .
\end{gathered}
\]

Let \(l=e\{(f-b \cos C) \sin C \cos C-(f+c \cos B) \sin B \cos B\}\),
\[
m=-(d-b \sin C)(f+c \cos B) \sin B, \text { and }
\]
\[
n=(d-b \sin C)(f-b \cos C) \sin C .
\]

Then \(l a+n_{1} \bar{j}+n y=0\), is the equation to \(D E\), and \(l_{1} \beta \gamma+m y a+n a j=0\). the equation to the ellipse isogonal conjugate to \(D E\).

Let \(B\) be the origin, \(B C, B A\) the axes of \((x, y)\).
Then \(\alpha=y \sin B, \gamma=x \sin 1, \beta=(a c \sin B-a \alpha-\gamma) / b\).
\(\therefore \beta=\sin B(u c-a y-c x) / b\).
Substituting these values of \(a, \beta, \gamma\) the equation to the ellipse become
\[
r l x^{2}+a n y^{2}+(a l+c n-b m) x y-a c l x-a c n y=0 .
\]

Let \(J=\frac{a^{2} c^{2} \ln (2-c n-a e)}{4 a c \cdot \ln -(a l+c n-b m)^{2}}\) be the discriminant of the ellipse.

The two values of \(z\) in the equation,
\[
z^{2}+\frac{16(c l+a n)\rfloor}{\left\{4 a r \ln -(a l+c n-b m)^{2}\right\}^{2}} z-\frac{64 ل^{2}}{\left\{4 a c \ln -(a l+c n-b m)^{2}\right\}^{3}}=0 .
\]
give the values of the squares of the semi-axes.
\(\therefore\) Area of ellipse
\[
=\frac{8 \pi J}{\left\{4 a c \ln -(a l+c n-b n i)^{2}\right\}^{\frac{1}{2}}}=\frac{8 \pi a^{2} c^{2} \ln (2-c n-a l)}{\left\{4 a c \ln -(a l+c n-b m)^{2}\right\}^{\frac{1}{2}}} .
\]
 city, Achems, Ohio.

The coördinates of \(D\) are \(\left(d,-\beta_{1},-\gamma_{1}\right)\), and of \(E,\left(0, \beta_{8},-\gamma_{2}\right)\), and we en have,
\(=(a b c) /\left(4 \Delta^{2}\right)\left\{a\left(\beta_{1}+\beta_{2}\right)\left(\gamma_{2}-\gamma_{1}\right)+b d\left(\gamma_{1}-\gamma_{2}\right)+c d\left(\beta_{1}+\beta_{2}\right)\right\}\)
The equation to the perpendicular to \(B C\) through \(A\) is
\[
\begin{equation*}
\gamma \cos C-\alpha \cos A=0 \tag{2}
\end{equation*}
\]

Id this, passing through \(D\), gives
\[
\begin{equation*}
r_{1} \cos C+d \cos A=0 \tag{3}
\end{equation*}
\]

We have the constant relation
\[
\begin{equation*}
a d \gamma+b \beta+r y=2 \Delta \tag{4}
\end{equation*}
\]
d this being satisfied by the coördinates of \(\boldsymbol{D}\) and \(\boldsymbol{E}\),
\[
\begin{gather*}
a d-b \beta_{1}-c \gamma_{1}=2 \Delta  \tag{5}\\
b \beta_{2}+c \gamma_{2}=2 \Delta \tag{6}
\end{gather*}
\]

The equation to \(D E\) is
\[
\begin{equation*}
\left.\alpha\left(\beta_{1} \gamma_{2}+\beta_{2} \gamma_{1}\right)+\beta d \gamma_{2}+\gamma d \beta_{2}=1\right) \tag{7}
\end{equation*}
\]
e isogonal conjugate of which is
\[
\begin{equation*}
\beta \gamma\left(\beta_{1} \gamma_{2}+\beta_{2} \gamma_{1}\right)+\alpha \gamma d \gamma_{2}+\alpha \gamma \beta l \beta_{2}=0 \tag{8}
\end{equation*}
\]
lich by the problem is an ellipse.
The area of (8) is expressed by
\(=2 \pi \Delta a b r:\left\{\left.\begin{array}{cc}0, & \frac{1}{2} d \beta_{2}, \\ \frac{1}{2} d \beta_{2}, & \frac{1}{2}\left(\beta_{1} \gamma_{2}+\gamma_{2} \gamma_{1}\right) \\ \frac{1}{2} d \gamma_{2}, & \frac{1}{2}\left(\beta_{1} \gamma_{2}+\beta_{2} \gamma_{1}\right),\end{array} \right\rvert\, \div\right.\)
\(i_{1}, \gamma_{1}\) are determined by (3) and (5), and then \(j_{2}\) and \(y ;\) from (1) and (6), ing \(K\) in terms of \(d\) and elements of the triangle of reference.

It is not obvious how much of a reduction (9) admits, and 1 have not at. npted any.

\section*{CALCULUS.}

Conducted by J. M. OOLAW, Montarey, Va. All contribations to this dopartangt should be ceat to Min.

\section*{SOLUTIONS OF PROBLFMS.}
 ate, Ind.

Solve \(n \frac{d^{2} y}{d x^{2}}\left(x^{2}+y^{2}\right)^{\frac{1}{2}}=\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{\frac{3}{2}}\).
[From Forayth's Differential Equations.]
 Oniveraity, Atheas, Ohio.

Let \(y / x=z, d^{2} y / d x^{2}=y / x\); then the given equation becomes
\[
\begin{gather*}
n v_{1} \overline{1+z^{2}}-\left\{1+p^{2}\right\}^{z}, \\
\text { or } v=\frac{\left\{1+p^{2}\right\}^{z}}{n_{1} / \overline{1+z^{2}}},=(p-z) \frac{d p}{d z} . \tag{A}
\end{gather*}
\]

Assuming \(p=(z-t) /(1+z t),(A)\) reduces to
\[
\begin{equation*}
\frac{t(d t / d z)}{\left[1+t^{2}\right][t+(1 / n)]}-\frac{1}{\left.1+t^{2}\right]}=0 \tag{B}
\end{equation*}
\]
in which the variables are separated.

\footnotetext{
II. Solation by G. B. M. ZERR. M. A., Ph D., President and Prolessor of Mathematies, Racsell Colloge. Lot anon, Va.
}

I, et \(x=r \cos A, y=r \sin A\), then the equation becomes,
\(n r^{2}+2 n r\left(\frac{d r}{d H}\right)^{2}-n r^{2} \frac{d^{2} r}{d H^{2}}=\left\{r^{2}+\left(\frac{d r}{d H}\right)^{2}\right\}^{2}\).
Let \(\frac{d r}{d \prime}=p\), so that \(\frac{d^{2} r}{d \|^{2}}=p-\frac{d p}{d r}\) :
\(\therefore\) (1) becomes, \(n r^{3}+2 n r p^{2}-n r^{2} p \frac{d p}{d r}=\left(r^{2}+p^{2}\right)^{3}\).
Let \(p=r / v\), so that \(\frac{d p}{d r}==\frac{1}{v}-\frac{r}{v^{2}} \frac{d v}{d v}\);
\(\therefore\) (2) becomes, \(n v\left(1+v^{2}\right) d r+n r d v-\left(1+v^{2}\right)^{\frac{1}{2}} d r\).
\(\therefore \tan ^{-1}(y / x) \pm \sin ^{-1}\left(\frac{n^{-2}+y^{2}-A}{n^{2} 1 x^{2}+y^{2}}\right)-B,= \pm \cdots \frac{1}{n^{2}-1} \cdot \log \left[\left(n^{2}-1\right)\right]^{x^{-2}+y^{2}}\)
re \(A\) and \(B\) are constants of integration.

\section*{}

To remove ( \(1 / a\) )th of the volume of a sphere of a given radius iny a comieni hole, se axis in the axim of the ephere, and whose vertex in at the morface of the ximiere. Wiow ed the height of the cone and the dinmeter of its lime.

Let \(O\) be the center of the sphere, \(A B C\) the cone, \(A O-r, D E-x, A D-y\) : 1 the volume of spherical segment
\[
A B E-\frac{\pi x^{2}}{8}(8 r-r),
\]
that of the cune
\[
A B r=\frac{\pi y^{2}(2 r-x)}{3}
\]
somelition, therefore,

\[
\begin{aligned}
& \therefore d r / r=\frac{u n v}{\left(1+v^{2}\right)\left(\left(1+v^{2}\right)^{\frac{1}{2}-R v}\right\}} . \\
& \therefore \log r=\log \left\{\frac{\left(1+v^{2}\right)^{4}}{\left(1+v^{8}\right)^{4}-n v}\right\}+\log A . \\
& \therefore r=\frac{A\left(1+v^{2}\right)}{\left(1+v^{2}\right)^{1}-n \varepsilon},=\frac{A\left(r^{2}+p^{2}\right)!}{\left(r^{2}+p^{2}\right)^{2}-n r} . \\
& \therefore r\left\{r^{2}+\left(\frac{d r}{d \theta}\right)^{*}\right\}^{1}-n r^{*}=A\left\{r^{3}+\left(\frac{d r}{d \theta}\right)^{*}\right\}^{4}
\end{aligned}
\]
\[
\begin{aligned}
& \left.\therefore A= \pm \frac{1}{\left\lvert\, N^{-\frac{3}{2}}-1\right.} \log \left[\left(n^{2}-1\right) r+A+r^{\prime}\left(\overline{n^{2}-1}\right)\left\{r^{t^{2}} \overline{-2} \overline{(r-A}\right)^{8}\right\}\right] \\
& \mp \sin ^{-1}\binom{r-A}{n r}+B \text {. }
\end{aligned}
\]
\(\frac{\pi x^{2}}{8}(8 r-x)+\frac{\pi y^{2}}{8}(2 r-x)=(1 / a) \cdot \frac{1}{2} \pi r^{2}\). Subotitating \(y^{8}=2 r x-x^{2}\), we obtrin the final equation, \(x^{*}-4 r x=-\left(4 r^{*} / n\right)\), whence \(x=2 r\left\{1-[1-(1 / a)]^{4}\right\}\).
\(\therefore\) Height of cone \(2 r-x=2 r[1-(1 / a)]^{4}\), and \(y=2 r\left\{[1-(1 / a)]^{a}-[1-(1 / a)]\right\}^{4}\).
 ness.

Pigure shows section of uphere through axis, with AEBF' as eection of hofe.
Let \(h=A H=\) height of cone ; \(b=F H=\) radius of bate ; \(d . A=A C D=\) elements of area \(A E B ; x(=D K\) ) is perpendicular to \(A B\); \(H=\angle B A D\).

Then \(d A=1 \overline{A D^{2}} d \theta=2 r^{*} \operatorname{con}^{2} \theta d \theta\).
Center of gravity of \(A D C\) is at distance \(2 x / 3\) from \(A B\). The olemont of volume fonnd by revolv. ing \(A D C\) abont \(A B\), or \(d V=2 \pi \times(2 x / 8) \times 2 r^{2} \cos ^{2} \theta d \theta\).

But \(z=A\) Dain \(6=2 r \cos \theta\) in \(\theta\).
\(\therefore d V=(16 \pi / 8) r^{2} \cos ^{2} \theta \sin \theta d t\);
\(\cos \angle E A H=\frac{A H}{A H}=\frac{h}{1 \frac{2 r h}{}}=\sqrt{\frac{h}{2 r}}\).

\(\therefore\) Volume \(A E B F=\frac{16 \pi r^{2}}{8} \int_{0}^{\cos s^{-1} 1^{\prime}(h / 2 r)} \cos ^{2}\left(\right.\) (hin \(\theta d A,=(\pi r / 8)\left(4 r^{2}-h^{2}\right)\),
which equala ( \(1 / a\) )th of volume of aphere, or \(4 \pi r^{3} / 3 a\).
\[
\therefore h=2 r_{i}^{\prime}[1-(1 / a)] .
\]

Diameter \(=2 b=2, \overline{h(2 r-h)}=4 r \sqrt{1^{\prime 1}(\overline{1 / a)}[1-\sqrt{1-(1 / a)}]}\).
Volume AEBF can be as easily fonnd by geometry withont the ane of calculve.
 Lovasen, Fi.

Lat \(A O=r, D O=y, D B=x\). Volume of cone \(A B C=\frac{1}{3}(r+y) x^{*}\); volume of megment \(B D C E=-1 \pi(r-y)^{2}(2 r+y)\).
\(\therefore \quad 1 \pi(r+y) x^{4}+\frac{1}{3} \pi(r-y)^{2}(2 r+y)=\left(4 \pi r^{3} / 3 a\right)\), but \(x^{2}=r^{2}-y^{2}\).
\(\therefore(r+y)\left(r^{2}-y^{2}\right)+(r-y)^{2}(2 r+y)=\left(4 r^{2} / a\right)\).
\(\therefore y^{3}+2 r y=\left(8 a r^{4}-4 r^{3}\right) / a\).
\(\therefore y= \pm 2 r \sqrt{\frac{a-1}{a}}-r\).


The plus sign alone is admistible. \(\therefore y=2 r \sqrt{\frac{a-1}{a}}-r\).
\(\therefore\) Altitude \(=r+y,=2 r \sqrt{\frac{a-1}{a}} ; 2 x=\) diameter of base \(-2, \overline{r^{2}-y^{2}}\).
\(2 x=2 r \sqrt{\sqrt{\frac{a-1}{a}-\frac{a-1}{a}}},=2 r^{\frac{a-1}{a}} \sqrt{\frac{\sqrt{\frac{-a}{a}-1 \cdot \bar{a}-1}}{1^{a}}}\).

\section*{MECHANICS.}
frime qaedrilateral \(A B C^{+} D\) in the vertical wall of \(n\) cistern, flled with water, hat fin vertion \(A, B, C, D\) at the diatancem 10 feet, 4 feet, 5 feet, and 7 feet reapectively, sive eurface of the water. The projections of \(A B, B C^{\prime}, C D\) upon the surfece are setively 2 feet, 8 feet, and 1 foot. Find the pressurp of the water apon the quadriatand the position of the senter of menn preasure.



In the figure, \(A E=10, R F=4, C G=5, D H=7, E F-2, F G=3, G H-1\). coördinates of the vertices \(A, B, C\), and \(D\) with ect to \(E H\) and \(E A\) as axes are respectively, ( 10,0 ), ), ( 5,5 ), and ( 6,7 ).

Hence, the area of \(A B C D\)
\(=3\left[\left|\begin{array}{ll}x_{1} & x_{3} \\ y_{1} & y_{8}\end{array}\right|+\left|\begin{array}{ll}x_{8} & x_{2} \\ y_{8} & y_{2}\end{array}\right|+\left|\begin{array}{ll}x_{2} & x_{4} \\ y_{4} & y_{4}\end{array}\right|\right]=171 ;\)
of triangle \(A B C=10\); and area of \(A C D=71\).


Dintance of center of gravity of \(\triangle A B C\) from
\((10+4+5)=64\), and distance of center of gravity of \(\triangle A C D\) from \(E H\)安 \(4+7\) ) \(=7\). Denoting the distance of center of gravity of \(A B C D\) by \(z\),


in w=624 poands, we find the pressure to be 110984 pounds.
He \(A D\) represent the surface of the water, \(A B C D\) a rectangle, \(B C E\) Fitt triangle, \(A E-a, C D-b, A D-c\). Then, omitting \(w\). the moment of the
pressure upon \(A B C D\) with respect to \(A D=-\int_{0}^{b} x^{2} d x=1 b^{2} c\), and the mor the preasure apon \(B C E=\frac{c}{a-b} \int_{b}^{a-b}(a-b-x)(x+b)^{*} d x=1, \frac{1}{s} c(a-b)\left(a^{*}+2 a b-\right.\)

Adding, we find the moment of the pressure upon the trapenoid. with respect to \(A D=T^{1} c(a+b)\left(a^{2}+b^{2}\right)\)

For \(A B F E, a=10, b=4, c=2\); \(\therefore\) Moment \(=2703\).
For \(F B C G, a=4, b=5, c=3 ; \quad \therefore\) Moment \(=92\}\).
For GCDH, \(a=5, b=7, c=1 ; \quad \therefore\) Moment \(=74\).
For \(E A D H, a=10, b=7, c=6 ; \therefore\) Moment \(=12664\).
Adding the moment of the first three and then subtracting the sum from the moment of the fourth, we get the moment of \(A B C D=8299^{7}\). Therefore, distance of the cen-



Let \(A E C D\) represent a trapespid with right anglea at \(A\) and \(D, A\)日urface of the water, \(O P\) a perpendicular, an
 a perpendicular to \(O D ; A E=a, C D=b, A\) \(O A=h, M N=y, A M=x\).
\(\therefore\) Moment of pressure upon \(A E C D\) wi spect to \(O P\)
\(-\int_{0}^{4} y^{2}(x+h) d x\), where \(y=\frac{c}{a-b}(a-b-x)\).
Bubstitating, we get for the moment of \(A\) with respect to \(A D\) the expression \({ }^{1} c\left[c\left(a^{2}+2 a b+3 b^{2}\right)+4 h\left(a^{2}+a b+b^{2}\right)\right]\).

For ABFE, \(a=10, b=4, c=2, h=0 ; \therefore\) Moment \(=38\).
For \(B C G F, a=4, b=5, c=3, h=2 ; \quad \therefore\) Moment \(=110\}\).
For CDHG. \(a=5, b=7, c=1, h=5 ; \quad \therefore\) Moment \(=10011\).
For \(A D H E, a=10, b=7, c=6, h=0 ; \therefore\) Moment \(=5801\).
Snbtracting the sum of the first three from the last, we find fo moment of \(A B C^{\prime} D\) with respect to \(\left.A E, 330\right\} 4\).

And thus the position of the center of pressure is folly determined.
 Palacelotha, Ponnayitalio.
"8wift of fook wis Riawathe.
He dould choot an arrow from bim And tan for wied wlth moch itetatera And ran for What Fith noch iteet That the drrow foll bebied him Strulus of arm Tris Hiswatha;
Shoot them with anch atrength and meltinena That the etath had toft the bowatring Ere the frist to earth had falton." Longtilens.
Aabuming Hinwatha to have been able to aloot an arrow evary emond and t aimed when not ahooting vertically so that the nrrow might luave the lomgeat mang wes Hiawatha'a time in a hundred yards?
L. 80lation by ALFRED EUSTE, C. E., D. 8o., Profeceor of Mathematios, Daiversity of Miesiedppi, UaiverHise.

An arrow rises \(4 \frac{1}{2}\) seconds when shot vertically, and therefore, the initial city which Hiawatha is able to impart to an arrow is \(\frac{1}{g}\) feet per second.

The angle of elevation for the longest range is \(45^{\circ}\), and therefore, corisontal component of the velocity of the arrow is \(\ddagger\left(9_{1}, 2\right) g\). This being ratha's speed, his time for 100 yards is a very little less than 3 seconds.

In the above it has been assumed that Hiawatha ran the whole distance at florm rate. The range is much more than a hundred yards.
 Bring, Carisle, Pean.; and E.W. MORRELL, A. M., Profeseor of Mathematies, Montpolier Seminary, cleme. Ft.

Let \(t=\) time of flight when the arrows are shot vertically upward, and \(u\) be nitial velocity. Then \(t=2 u / g\), and \(u=\frac{1}{2} g t=144\) feet per second.

The range of a projectile is \(u^{2} \sin 2 \theta / g\), and since the greatest valua \(\mathrm{n} 2 \theta\) is 1 , the maximum range is \(u^{2} / g\).
\(\therefore\) Range \(=u^{2} / g=648\) feet. Time of flight for projectile is \(2 u s i n t / g\) 363 seconds.
\(\therefore\) Velocity \(=648+6.363=101.8+\) feet per second.
Time for 100 yards \(=(300 \div 101.8+)=2.94\) seconds.

\section*{AVERAGE AND PROBABILITY.}
adected by B. F. FIMEEL. 8pringipld, Mo. All contributions to this dopartment should be sent to him.

\section*{SOLUTIONS OF PROBLEMS.}
12. Proposed by B. T. FIIEEL, A. M., M. 80., Profeasor of Mathematios and Physies, Drary College, Fald. Miscourt.
A straight line of length a is divided into three parts by two points taken at randont; ;he chance that no part is greater than b. [From Hall and Knigh'n Higher .ilgehra.]
\(\therefore\) Solution by BiEMRI HEATOI, M. 80., Atlantic, Iowa.
There are two cases. I, when \(b>\frac{1}{b} a\) and \(<\frac{1}{a} a\), and II, when \(b>\frac{1}{a}\) \(<a\).
Case I. Let \(A B\) represent the line \(a\). \(P\) be the position of the first point, and \(4 P=x\). Lay off \(P C\) and \(B D\) each \(=b\).
 1 the favorable positions for the second \(t\) lie between \(C\) and \(D . \quad D C=x+2 b-a\). The limits of \(x\) are \(a-2 b\) and \(b\).

Hence the required chance is \(P_{1}=\frac{1}{a^{2}} \int_{a-s b}^{b}(x+2 b-a) d x=\frac{(3 b-a)^{2}}{2 a^{2}}\).

Cage II. In this cage the limits of \(x\) are 0 and \(a-b\).
Hence, \(P_{z}=\int_{a}^{s-t}(x+2 b-a) d x=\frac{(3 b-a)(a-b)}{2 a^{i}}\).
Corollary. When \(b=1 a, P_{1}=P_{2}=t\).

\section*{ Tniverilt, Ierlaille, Te日.}

Let \(A B\) be the gtraight line of leogth \(a\), and let the raudom poin be at diatances \(x, y\) from \(A\), to that \(A P=x, A Q=y\), and \(P Q=a-x-y\). orable cases we must have \(x<b, y<b\), and \(a-x-y<b\); and in posaib \(x+y<a\).

Construct the right-angled triangle
 \(A B C\) where \(A B=A C=a\). With \(A\) as origin and \(A C\) and \(A B\) ase a the lines \(M N, L I I\), and \(R S\), whose equations are \(y=b, x=b\), and \(x+y=a\) epectively. (1) When \(b>\) \& \(a\),


Fig. 1. the favorable cates will be restricted to the aren NNHLSR in Fig. 1, and the required chance is \(1-3[(a-b) / a]^{2}\). (3) When \(b<t a\), the favorable cases will be reatricted to the area 123 in Fig. 2. This is a right-angled isosceles triagle \(\frac{1}{}\) side of which is \(A M-S L=b-(a-2 b)=8 b-4\).


Fig. 2.

Therefure, the required chance is \([(3 b-a) / a]^{2}\).
 sano. Ta.

Let \(A B C D\) be a square side \(a\), and take \(A E=C F=b\). The conord) a point taken at random in \(A B C D\) are the distances of two such points from one end of the line.

Without restriction the point might fall anywhere upon \(A B C\), but the condition confines it to the triangle \(E B F\).
\[
\therefore y=\frac{E B F}{A B F^{\prime}}=\frac{(a-b)^{2}}{a^{z}}=\left(\frac{a-b}{a}\right)^{2} .
\] eolving problem 80, and Profemor Henty Heaton ahould heve recetved creitic for molving groh.

Fo mintion of pmblem st han yet heen received.

\section*{MISCELLANEOUS.}


\section*{80LUTIONS OF PROBLETS.}
 Evirilion Tan Jecey.

Required neveral numbers each of which, when divided by 10 lenves a remainder 9; FO loaves 8 ; by 8 leaves 7 ; by 7 leaven 6 ; and so on. Aleo find the least such number Mioh, when divided by 28 lenves 27 ; by 27 leaves 26 ; by 20 leaves 25 ; by 25 leaves 24 , it Now ned wnrm.




The problem can be also stated as follows: Required several numbers of which, divided by \(10,8,8\), and so on, leaves a remainder ( -1 ).

If then \(L\) bo the least common multiple of \(10,9,8\) and so on, all num4) of the form \(k L-1\), where \(k\) is any integer, will have the required charscter.

Now the least common multiple of \(10,9,8, \ldots \ldots .2,1\) is \(\mathbf{2 5 2 0}\). The redd numbers are then ( \(2520 k-1\) ) e. \(g ., 2519,5039,7559,10079\), etc.

The second problem is colved in exactly the same way. The least com5 moltiple of \(28,27,26, \ldots \ldots .2,1\) is 80318483200 . So the required number i one lem, or 80313483199.
11. Aelation by the Proposis.

Ons less than the product of any number of factors will be divisible by is of the factors, or products of any or all of them, with a remainder one leat an the divioor. Because \(a b^{2} c^{2} d^{3}-1\) divided by acd gives \(b^{2} c d^{3}-1\) for quoant and aed-1 for remainder. Thus, the different factors oceurring in ith natural numbers \(1,2,3\), etc., to 10 , are (1.2.2.2.3.3.5.7), one less than . product of which is 2519 , which lenven remainders less by unity than the diivs when divided by numbers \(1,2,3, \ldots \ldots .10\). All multiples (diminished
me) of the continued product of these factors will satisfy the same demands the problem, to-wit: \(7559,10079,12599\), etc., etc., ad lihilum.

The factors occuring in numbers \(1 . . . . . .28\) are ( 12.2 .2 .2 .8 .8 3.5 5.7.11. if. 19.28) and one leas than their continued prodnct gives \(\times 0313433199\), the umber required.

Nots. Of conrse the same numbers will accomodate 5 and \(0 ; 8\) and \(\mathbf{1 0}\); and \(12 ; 18,14\), and \(15 ; 17\) and \(18 ; 19,20,21\), and \(22 ; 23\) and \(24 ; 25\) and ;: 27 and 28 ; and 80 on.

J. 10nt +9 answers the (irst condition ; multiply this by 9 and ndd 8 , and
we have \(90 a+89\); proceeding in the same manner we finally have \(8,628,800 a+\) \(3,628,799\), in which \(a\) may be zero or any number.
- II. Or, in the process as above, we may leave out factors of numbers already used and we reach the result \(2520 a+2519\), in which a may be zero or anf number ; if \(a=\) zero, we have 2519 , the smallest number that will answer the conditions of the first question.
III. It is manifest that if we take 1 from a number divisible by all the given divisors, the remainder when divided by those divisors will always lean a remainder one less than the divisor. Hence the least common multiple of the given divisors, less 1 , is the number required. Hence, omitting the comman factors in the second part of the question, we have 28.27.26.25.23.22.19.17.... 1 \(=80,313,433,199\), the number required.
IV. Solation by W. R. CABTER, Profecsor of Mathematics, Centonary College of Loviainan, Secken in

Let \(10 x_{10}+9=\) the number, also, \(9 x_{9}+8 ; 8 x_{8}+7 ; 7 x_{7}+6 ; 6 x_{9}+5 ;\) mid \(s 0\) on to \(2 x_{2}+1=\) the number.
\(\therefore 9 x_{9}+8=10 x_{10}+9 . \quad \therefore x_{9}=x_{10}+\frac{1}{8}\left(x_{10}+1\right)\).
But \(x_{9}\) and \(x_{10}\) are both integral.
\(\therefore\left(x_{10}+1\right) / 9=m\) an integer. \(\quad \therefore x_{10}=9 m_{2}-1=(90 m / 10)-1\).
The value of \(x\), from the above equation is ( \(90 \mathrm{~m} / 9\) )-1.
Similarly for the other values, the expression \(x_{n}=(90 \mathrm{~m} / n)-1\), giving one of the values for each value of \(n\) from 10 to 2 . But since all these values are to be integral, 90 m must be a multiple of each of the natural numbers from 2 to 10 inclusive. This requires \(m\) to be \(4 \times 7=28\), or some multiple of 28 . If \(m=28\), \(x_{1}=251\).
\(\therefore 10 x_{1 \sigma}+9=2519=\) one of the numbers.
Taking \(m=\) the multiples of 28 , we get other numbers, 5039, 7559, 10,079. Still other numbers can be obtained by taking the higher multiples of 28 for \(m\).

A similar solution gives for second statement, the number \(\mathbf{8 0}, \mathbf{3 1 3 , 4 3 3 , 1 9 9}\).

\section*{V. Solution by O. W. ArTHOIIT, M. 8e., Columbian University, 170288 8reot, Waehiagton, D. C.}

The problem in queation may be generalized thus: Find a number such that if it be divided by a particular number or any number less than this number the remainder will be one less than the divisor.

Let \(x\) be the required number. It is evident, if \(k\) and \(k+l\) be any two numbers less than the first divisor in question, the following conditions mast be satisfied :
\[
\begin{array}{r}
x / k=u_{1}+(k-1) / k \ldots \ldots(1), \quad k /(k+l)=u_{1}+(k+l-1)(k+l) \ldots \ldots(2), \\
\text { or .r-ku } \quad+k-1 \ldots \ldots \ldots(3), \quad \text { and } x=(k+l) u_{2}+k+l-1 \ldots \ldots(4) .
\end{array}
\]

Take the value of \(x\) given in (3) and substitute it for \(u_{=}\)in (4). Then
\(=(k+l)\left[k u_{1}+k-1\right]+k+l-1 \ldots \ldots(5)\), which may be reduced to the following Mon: \(x=k\left[(k+l) u_{1}+k+l-1\right]+k-1 \ldots . .(6)\).

Thus (5) and (8), which are identical, contain both the forms (3) and (4). Thas if we subatitute in the manner indicated the result will contain two originIforms. Some npecial forms required by the problem in question are :
\(=2 u_{1}+1 \ldots(1) ; x-3 u_{3}+2 \ldots(2) ; x=4 u_{3}+3 \ldots . .(3) ; x-5 u_{4}+4 \ldots(4) ;\)
ie., etc. Subatitute (1) in (2) in the manner indicatell above and we have \(==6 u_{1}+5\). This inciudes (1) and (2). Substitute this in (3) ; the result is \(=24 u_{i}+23\). This includes (1), (2), and (3) by the previous demenstration. ontinuing this we have as a result \(x=\left|k u_{1}+|k-1-| k\left(n_{1}+1\right)-1 \ldots \ldots(A)\right.\). his contains forms (1), (2), (3), (4), etc., and is the general form of number reoired. The examplee cited are epecial applications of this general form. Thua \(=[8(u,+1)-1\) cuntains all the numbers required in the first part of the probim. and, letting \(2,-0\), and \(k-25\), we have \(x-\mid 25-1\), the number required the last part of the problem.

\section*{}

The buse \(B C\) of the triangle \(A B C\) is \(2 c\), the sum of the two rides, \(1 H\) and \(A C \prime\), in \(2 n\).


Take \(B C\) for the axis of \(x\); let \(P\) be \((x, y)\); lraw \(A D\) at right anglea to \(B C\), moduced ; and \(P E\) at right angles to \(B C\).

Area \(A B P+\) aren \(P B C=\) area \(A B C\), or
\[
a-r)!\overline{x^{4}+y^{2}}+r y-e \times A D \ldots . . . . . .(1)
\]

Triangles \(A B D\) and \(B P E\) are similar.



From (1) and (2), ( \(\left.{ }^{\prime}-r\right)\left(x^{2}+y^{2}\right)+c y_{j} \overline{x^{2}}+\overline{y^{2}}-2 r y(n-r)\).
\(\therefore c^{4} y^{2}\left(x^{3}+y^{2}\right)=(n-c)^{2}\left(2 r y-x^{2}-y^{8}\right)\), for the requirell lowns.
If \(\angle A B C\) be an acute angle. \(y\) must be taken pegatively. Then. area .t 1 C - area \(B P C=\) area \(A B P\), or
\[
\begin{align*}
& c \times A D+c(-y)=\left(a-c C_{1} \bar{x}^{\frac{8}{2}+y^{5}}\right.  \tag{3}\\
& \text { and } A D-[2 x(a-c)] / 1^{\prime} \cdot x^{2}+y^{2} \ldots \tag{4}
\end{align*}
\]
mon (3) and (4), \(r^{2} y^{2}\left(x^{2}+y^{*}\right)=(a-c)^{4}\left(20 x-x^{4}-y^{2}\right)^{2}\).

Jet \(B\) be the origin, \(B x\) the initial line, \(B P=r, \angle C B P=H, B C=2 c, A B=2(a-c)\).

Then \(\cos B=\sin H\).
\[
\begin{aligned}
& A C=1-8 c^{3}-8 a c+4 a^{4}-8 c(a-c) \sin \theta \\
& C P=1 \overline{4 c^{3}-4 r c o 0 b^{6}+r^{2}} . \\
& r^{2}+4(a-c)^{8}=A P^{2}=(A C+C P)^{2} .
\end{aligned}
\]

Enbatituting and reducing we get for the locus
\[
\begin{aligned}
& 4 c^{2}(\operatorname{meos} A+2 a \sin H-2 c-2 c \sin \theta)^{2} \\
&=-\left(4 c^{2}-4 \operatorname{recos} \theta+r^{2}\left(\left\{8 c^{2}-8 a c+4 n^{2}-8 n(a-c) \operatorname{cin} \theta\right\} .\right.\right.
\end{aligned}
\]


\section*{}

In longitude 75 degreen went of Greenvich, latitude 48 degrees, 80 minutee north \(\boldsymbol{m}\) Jmntary 1. 1805, it a o'clock A. M., local time. What pointa of the ecliptie were then ris ing, metting woul in the meridian: Any other necensary data may he taken from on phimemeris.

\section*{Seluttica by the Proroseri.}

January 1, 1895, 3 A. M., in local mean time, at the atation, is December 81. 1894. 15th honr astronomical time. And \(15 \mathrm{~h} .+5 \mathrm{~h}\)., the longitude \(=20 \mathrm{~h}\)., mean solar time \(=20 \mathrm{~h} .3 \mathrm{~m} .17 .1245 \mathrm{~s}\). of sidereal time. To this add from ephemeris sidereal time of mean noon at Greenwich, 18h. 39m, 36.83s., and we hav 14h. \(42 \mathrm{~m} .62 .9595 \mathrm{~m} .=h\), the sidereal time at atation.
 The vernal equinox is then \(h\) hoars weat of the mendian of station, or 24 h. -h east of it , and therefon \(24-(h+6)=3 \mathrm{~b} .17 \mathrm{~m} .7 .0405 \mathrm{~s} .=49^{\circ} 16^{\prime} 45.6^{\prime}=0\), ent of, and below the east point of the borison of the station.

Let NQSBN be the horison of station, EJAC a portion of the ecliptic, QOBC a portion of the equator, \(C\) the place of the vernal equinox, \(A\) the rieing point of the ecliptic. \(I\) the point then on the meridian, and \(E\) the aetting point. \(P\) the autumnal equinox, and \(B\) the point east of the horizon.

Then \(B C^{\prime} \quad\) a, the angle \(B C A, J P O=0\) obliquity of ecliptic \(=28^{\circ} 2 i^{\circ} 19^{\prime} \mathrm{pet}\) ephemeria for the date. Tbe angle \(A B C=90^{\circ}+\) the latitude of station \(=138^{\circ} 30^{\prime}\). In the spherical triangle \(A B C\), we have, therefore, the angles \(B\) and \(C\) given and the side \(a=-49^{3} 16^{\prime} 45.6^{\prime \prime}\) to find the side \(A C=h\). By spherical trigonometry, \(b\) is \(45^{\circ} 15^{\prime \prime}\). In the right apherical triangle \(I P O\), right angled at 0 , we have \(h-12\) hours \(==2 \mathrm{~h} .42 \mathrm{~m}\). \(62.9595 \mathrm{~s} .=P O=40^{\circ} 43^{\prime} 14.4^{\prime \prime}\). By spherical trigononetry, \(P I-43^{\wedge} 10^{\prime} 36^{\prime \prime}\). Hence the rising point is \(360^{\circ}-b=-286^{\circ} 14^{\prime} 45^{\prime \prime}\) of the
ecliptic, and es great circles intersect in opponite points, \(E\) will be \(180^{\circ}\) lese then \(A\), or \(106^{\circ} 14^{\prime} 45^{\prime}\), and \(180^{\circ}+P I=223^{\circ} 10^{\prime} 36^{\prime}\), the longitude of the point pasetos the meridian.

The senseless divinations of Astrology, are almont entirely besed upon 3ding the three points of the ecliptic required in this problem, for the moment birth, at a given place.

Aloo solvad by EDNUND FTSE, Hincioro, III.
 Eninuleblote inte.

In eace of mischamer, with what forve woak the cow, weighing m=700 pouning, jumping over the moon, have struck Her Lanar Minjenty in the face?
 thane. Ve.

Let m=make of cow on moon, \(g^{\prime}=t g=\) gravity on moon, \(r=2168\) miles \(=\) radius of moon, \(a=238840\) milen \(=\) dietance from earth to moon, \(A=\) momentum \(=m ⿻, ~ B=\) kinetic energy= \(\$ m v^{*}\).
\[
\begin{aligned}
& \text { Then } v^{*}=2 g^{\prime} r\left(\frac{a-r}{a}\right), \quad m=\frac{700}{6 g^{\prime}} \text {. } \\
& \therefore A=1 q \sqrt{\frac{2 r}{a g^{\prime}}(a-r),}=r \underline{\sqrt{\frac{8 r}{a g}}(a-r)}, \\
& =1 \neq \sqrt{\frac{6489 \times 5280 \times 236677}{288840 \times 82.2}}=239595.79 \text { frot-pounds. } \\
& E=(850 \tau / 8 a)(a-r)=1820941850.762 \text { foot-pounde. } \\
& \text { The value of } A \text { is the force required. }
\end{aligned}
\]

\section*{PROBLE1 8 FOR SOLUTION.}

\section*{DAITHMETIG.}

A. hat three notew; the first and second, \(\$ 1000\) each, and the third \(\$ 407\); all dated April 1, 1894. The firnt in due April 1, 1888, eecond, April 1, 1899, and the third, Aprll 1, 1500, and emeh bearing interest at 8\%. What must B pay for the three notes September St. 1898 that the investment will bring him 8\% compound interest?


\section*{}

Bhow how to find shles, integral, frnctional, and irratlonal for twenty-four triangies, ewh one containing 8ion equare yard.
86. Proposed by B. W. MORRELL. A. M., Profecsor of Mathematios, Moatpolier 8eminary, Mataclio

In turning a one-horse chaise within a ring of a certain diameter, it was obsa that the outer wheel made two turns, while the inner wheel made but one. The wl were each 4 feet high; and supposing them fixed at the distance of 5 feet on the axlet what was the circumference of the track described by the outer wheel? From Gremil National Arithmetic.
86. Proposed by EDGAR H. JOHMsOM. Profeesor of Mathomaties, Emroy College. Oxtord, Oa.
\[
\frac{1}{7}=. \dot{1} 4285 \dot{7} ; \mathrm{T}^{\frac{1}{1}}=. \dot{0} \dot{9} ; \mathrm{T}^{1}=. \dot{0} 7692 \dot{3} ; \mathrm{r}_{7}^{1}=. \dot{0} 58823529411764 \dot{7} .
\]

Observe that if the numbers forming the first half of the repetend be added resp ively to the numbers forming the second hall of the repetend, the sum is in every can What is the general law of which these are special cases?

\section*{GEOMETRY.}
80. Proposed by J. C. GREGG, Superintendent of Schools, Brasil, Ind.

One circle touches another internally, apd a third circle whose radius is a mpan I portional between their radii passes through the point of contact. Prove that the of intersections of the third circle with the first two are in a line parallel to the comr tangent of the first two. [From Phillips and Fisher's Genmetry.]
81. Proposed by CRAS. C. CRO8S. Laytonsville, Md.

A circle is drawin bisecting the lines joining the points of contact of the inscri circles with the sides produced. Another circle is drawn passing through the center the circles drawn tangent externally to the in-circle and internally to the sidea of the angle. Prove that the centers of these two circles, the incenter and the circumcenter collinear.
82. Proposed by WILLIAM SMMMOIDS, A. M., Professor of Mathomatios and Atromong, Pacte Cul Santa Roca, Cal.

If the extremities of the base of a triangle be joined by straight lines to the ex ior angles of squares constructed upon its two sides, the superior pair of lines 1 drawn intersect at right angles; the inferior pair intersect at a point in a line drawn ? the rertical angle perpendicular to the base.

\section*{MECHANICS.}
58. Proposed by ALFRED HOME, C. E.. D. Sc., Profecsor of Mathomaties, University of Miesisaippi. OI sity. Miss.

An endless uniform chain is hung over two small smoo'h pegs in the same hori: tal line. Show that, when it is in a position of equilibrium, the ratio of the distance tween the vertices of the two catenaries to lialf the length of the chain is the tanger half the angle of inclination of the portions near the pegs. [From Ruth'a Analytionl: ica. Mathematical Trifos, 1855.]
69. Proposed by WILLIAM HOOVER. A. M., Ph. D., Profossor of Mathematics and Astronomy in Ohio Oniversity, Athens, Ohio.

Find the radius of sphere of given specific gravity which will rest just immerw n fluid whose density varies as its depth.

\section*{60. Proposed by J. SCHEFFER, A. M., Hagerstown, Md.}

What must be the ratio of the two legs of \(n\) uniform and lieavy right triangle pended from the center of the inscribed circle, if this triangle will rest with the sh leg in a horizontal position?

\section*{AVARAGE AND PROBABILITY.}
57. Proposed by, G. B. M. ZERR, A. M., Ph. D., Presfdent and Profossor of Mathematios, Russell Colloge. manon, Va .

A chord is drawd through two points taken at random in the surface of a circle. If second chord be drawn through two other points taken at random in the surface, find ie chance that the quadrilateral formed by joining the extremeties of the two chords ill contain the center of the circle.

\section*{58. Proposed by HEMRI HEATOM, M. Sc., Atlantic, Iowa.}

From a point on the surface of a circle two lines are drawn to the circumference. iequired the average area that may be cut from the circle in this way if the lines are apposed to be drawn at equal angular intervals.

Query I. How does this differ from problem 32?
Query II. Is sector the proper word to use for the surface thus cut off?
Query III. It is absolutely corpect to use the word ramiom in averuge problemse?

\section*{NOTES.}

\section*{THE INTERNATIONAL MATHEMATICAL CONGRESS.}

The meeting at Zurich, August 9 th-11th, of the International Congress of [athematicians was in every way a success. More than two hundred members rok part. America sent seven representatives, including, however, three Camridge graduates, now transplanted to Pennsylvania, Professors Harkness, Moriy and Charlotte Scott. The greatest mathematician in the world, Sophus Lie, as not expected; and the greatest French mathematician, Poincare, though own for a speech, did not come; but the actual program was particularly rich nd interesting.

It is very noteworthy that the Congress was divided into five sections : 1) Arithmetic and Algebra ; (2) Analysis, and Theory of Functions ; (3) Geomtry ; (4) Mechanics and Mathematical Physics ; (5) History and Bibliography.

The program of the first section contained the only title in English: "On 'asigraphy, its present state and the pasigraphic movement in Italy," by Ernst ichroeder, of Karlsruhe, author of "Algebra der Logik."

The second section contained a title from Z. de Galdeano, whose heroic fforts gave Spain a Journal of Mathematics, now unfortunately dead in the deadence of that beautiful, priest-ridden land.

The program of the third section, the only one consecrated wholly to a ingle title, Geometry, contained two titles on the non-Euclidean geometry.

Burali: l.es postulats pour la geométrie d'Euclide et de Iobatschewsky.
Audrade: 'La statique non euclidienne et diverses formes méceaniques du postulatmd'Euclide.

In Section IV. Stodola treated an important subject, "Die lBeziehungen er Technik zur Mathematik."

In the fifth section Eneström gave an important discussion of bibliography, a point where the Congress can and will render aid of fundamental importance.

In the first general assembly Rudio spoke on the aim and organization of international mathematical congresses.

It was determined that the next Congress should take place at Paris in 1900, under the auspices of the Société Mathématique de France.

As aims were specified : (1) to promote personal relations between mathematicians of different lands ; (2) to give, in reports or conferences, an apergo of the actual slate of the divers branches of mathematics, and to treat questions of recognized importance ; (3) to deliberate on the problems and organization of future congresses ; (4) to treat questions of bibliography, of terminology, etc., on subjects where an entente international appears necessary.

Rudio mentioned the yearly issue of an address-book of all the mathematicians of the world with indication of their specialties; also of a biographic dictionary of living mathematicians with portraits ; also of a literary journal for mathematics.

At the second general assembly Peano gave a conference: "Logica matematica"; and Felix Klein a conference on teaching higher mathematics.

Three important resolutions were introduced by Vasiliev, of Kacan; Laisant, of Paris, and G. Cantor, of Halle, constituting : (1) a commission for preparation of general reports; (2) a standing bibliographic and terminology commission ; (3) a commission to give the congress a permanent character by archives, libraries, stations for correspondence, editing or publishing noteworthy works, etc.

Surely this Congress has proven that it came only in the fullness of time, and that the world moves ! Austin, Texts.

\section*{EDITORIALS.}

Dr. O. E. Lovett has been called to Princeton University as Assistant Professor of Mathematice.

Dr. George Lilley, LL. D., has been elected to the Chair of Mathematica in the State University of Oregon.

A portrait of a group of five of our contributors will appear soon. We were unable to complete the arrangements for this number.

Dr. L. E. Dickson, who spent last year at the Universities of Göttingen and Paris, has been elected Assistant Professor of Mathematics in the University of California.

Miss Mary. F. Winston, Ph. D., has been elected Professor of Mathematics at the Kansas State Agriculturist College, Manhattan, Kansas.

Prof. E. D. Roe, Jr., Assistant Professor of Mathematics in Oberlin Colloge, is taking a two years course in mathematics, in Göttingen, Germany.

Professor D. A. Lehman, the past year Professor of Mathematics in the College of the Pacific, has been called to the Chair of Mathematics in the Balwin Oniversity, Berea, Ohio.

The biography of Professor J. J. Sylvester which appeared in the JuneJuly number of the Montricy has been translated in Russian and published by Professor Vasiliev, the great Russian Mathematician.

We regret to record the death of one of our valued contributors, De Volson Wood, Professor of Mechanical Engineering at the Steven Institute of Technology, Fioboken, N. J., on June 27, at the age of sixty-five years. We take pleasure in giving our readers a short account of his life in this issue.

We are pleased to state that we have in our hands Dr. Lovett's first article on Sophus Lie's Transformation Groups, which will surely appear in our next Imane. It is Dr. Lovett's parpose to make the series of articles very elementary at first and thus bring this most important subject within the comprehension of the most of our readers. These articles alone will be worth many times the price of subecription to the Montily.

\section*{BOOKS AND PERIODICALS.}

The Non-Regular Transitive Substitution Groups whose Order is the Prodwet of Three Unequal Prime Numbers. Reprint of a paper in Vierteljahrsschrift der Naturforechenden Gesellschaft in Zurich. By Dr. G. A. Miller, Paris, France. 6 pages.
B. F. F.

A History of the United States. By Allen C. Thomas, A. M., Professor of History in Haverford College, Penn. 8vo. cloth and leather back. 418 and lxxiv pages. Boston : D. C. Heath \& Co.

This is the best school history of the United States that has yet been published.
B. F. F.

The Tutorial Statics. By William Briggs and G. H. Bryan. 260 pages. Price, 81.00. London : W. B. Clive. New York: Hinds and Noble.

The plan of this work is good and the execution satisfactory. With the exception of come loceeness of statement in certain paragraphs, the work is well written and should peove eerviceable for class use. There are many valuable hints, explanations and alternative proofs, and a large selection of examples, throughout the text. An excellent summary of results follows ench chapter.
J. M.C.

Grammar School Arithmetic by Grades. Edited by Eliakim Hestings Mcoré, Ph. D., Head Professor of Mathematics, The University of Chicago. 8 vo. cloth. 352 pages. Price, 60 cents. Chicago: American Book Co.

Some of the prominent features of this work are, the accurate definitions of term scoording to modern usage. the use throaghont of the inductive or laboratory method, the nomerous well selected problems, and the entire absence of roles. The treatment of arithmetic as giren in this book is a definite departure from the old rats, and we beliere that the timely appearance of this work will go far towards correcting many of the ricious and anwholesome methods pursued in many achools.
B. F. P.

Elementary Text-Book of Physics. By Prof. Wm. A. Anthony, formerly of Cornell University, and Prof. Cyrus F. Brackett, of Princeton University. Revised by Pruf. William Frances Magie, of Princeton. Eighth edition, revised. 8vo. cloth. 512 pages. Price, \(\$ 3.00\). New York and London : John Wiley \& Sons.

This work deserves especial praise for the direct and logical manner in which it discusses the fundamental principles of Physics. The pictorial representations of apparatus are parposely omitted as are also the illustrations of the fundamental principles by detaied description of special methods of experimentation and of devices necessary for their applications in the arts, and thus space is saved for the discussion of important principlea.

The work is admirably adapted to those schools and colleges having a large collection of apparatus, but for those that have but few pieces of apparatus, the absence of piotorial representations in a text book woold in many cases leave the student without any idens at all as to their construction.
B. F. F.

Theory of Physics. By Joseph S. Ames, Ph. D., Associate Profesenr of Physics and Sub-Director of the Physical Laboratory in Juhns Hopkins University. Crown 8vo. cloth. 514 pages. Price, 81.60 ; by mail, 81.75 . New York : Harper and Brothers.
"To present successfully the subject of Physics to a class of students, three things seem to me as necessary: a text-book, a course of experimental demonstrations and lectures, accompanied by recitations, and a series of laboratory experiments, mainly quantitative, to be performed by the students themselves under the direction of instructors. I place "text-book" first, because for many reasons I believe it to be the most important of the three. None but advanced students can be trusted to take accurate and sufficient notes of lectures; and a text-book which states the theory of the subject in a clear and logical manner so that recitations can be held on it, seems to me to be absolutely essential." Preface.

This work which has just recently been issued discusses in a most satisfactory manner, the latest discoveries made in Physics. The doctrines of energy are stated with the utmost clearness and are made the framework for a consecutive treatment of Physics as a whole. The strong points in favor of this book are too numerous to mention in the limited space at our disposal.
B. F.F.

The New Arithmetic. Part Part One for Teachers. By William W. Speer, Assistant Superintendent of Schools, Chicago. 154 pages. Boston and London: Ginn \& Co. 1897.

This book is one of a series now in press. Some rather radical departures are proposed. The author thinks that the study of Arithmetic should be advanced from the science of number to that of the definite relations of quantity. The book gets the ides of lechnical menaurement in early. Simple ratios are made the key to the anlution of all pmblems.

The quotations in support of the theory of the book it seems to us are carried to excess. We doabt if the representation of cents by lines, p. 118, leads to clear ideas of relative val nes, and the "guessing" exercise on page 42 seems rather ludicrous. Notwithstanding minor objections the book is undoubtedly one of many excellencies, and the appearance of the other books of the series will be awaited with more than usual interest. J. M. C.

Mathematical Questions and Solutions. From the "Educational Times," with an Appendix. Edited by W. J. C. Miller, B. A. Vol. LXVI. 128 pages. Francis Hodgson, 89 Farringdon Street, E. C., London.

This valuable reprint contains solutions of 145 interesting problems. The price is 6e. 8d, postpaid.
J. M. C.

Descriptive Geometry. Straight Line and Curves. By William J. Meyers, Professor of Mathematics in the State Agricultural College of Colorado, Fort Collins, Colo. Pages, 66 and several pages of excellent Plates. Printed by the Author.

The author has aimed to strike a mean between an abstract and difficult treatment and a diffuse and easy one. The method is based on the authors experience in his class room. The book is well supplied with suitable exercises, and deserves careful examination on the part of teachers who have occasion to use an elementary text on this subject.
J. M. C.

Introduction to Infinite Series. By William F. Osgood, Ph. D., Assistant Professor of Mathematics in Harvard University. 71 pages. Cambridge: Pablished by Harvard University. 1897.

This little book deals with an important topic. The presentation aims to acquaint the student with the nature and use of these series and to introduce him to the theory in such a way that at each step he sees precisely the question at issue. As aids to this end the work gives a variety of illustrations of applications of these series to computations in pare and applied mathematics, a full and careful exposition of the meaning and scope of the more difficult theorems, and the use of diagrams and graphical illustrations in the proofs. We have read these chapters with much interest and heartily commend the book to our readers as a valuable supplement to the treatment given in the usual text-books on the Differential and Integral Calculus.
J. M. C.

Intermediate Algebra. Uniyersity Tutorial Series. By William Briggs, M. A., F. C. S., F. R. A. S., and G. H. Bryan, Sc. D., F. R. S. 375 pages. Price, 81.00. London: W. B. Clive. New York Depot: Hinds and Noble.

This is a work of more than ordinary merit. It is based on the treatise of Radhakrishnan, with such alterations and additions as were necessary to render it suitable to the wants of English and American students. The simple properties of Inequalities are treated at an early stage, the important properties of Zero and Infinity are adequately presented, and the theory of Quadratic expressions and Maxima and Minima are fully dissussed. The chapters on Lognrithms, Interest and Annuties are excellent in every letail. J. M. C.

Elementary and Constructional Geometry. By Edgar H. Nichols, A. B., of ;he Brown and Nichols School, Cambridge, Mass. Pages 138. New York: Longmans, Green \& Co.

This book is very carefully written and is admirably'ndapted for the place it is deigned to fill. The author uses the words a!mparallel and antiparallel for parallel lines
thant have the same and the opposite directions, respectively. A proper use of the blenk pages at the end of the book for a summary of facts, definitions, and principles will add greatly to the usefulness of the book.
J. M. C.

The Science of Mechanics. A Critical and Historical Exposition of Its Principles. By Dr. Ernst Mach, Professor of Physics in the University of Prague. Translated from the Second German Edition by Thomas J. McCormack. With two hundred and fifty cuts and illustrations. Half morocco, gilt top, marginal analysis, exhaustive index. Price, 82.50. Chicago : The Open Court Publishing Co.

This is one of the most readable works on Mechanics that has yet come to our notice. The rigorous and rigid mathematical reasoning is interspersed by many intereating historical facts concerning the application and development of the principles under consideration, as well as giving some pleasing accounts of the first discoveries of theee principles. The work is in every way worthy the highest patronage, and no difference what text-book on Mechanics may be adopted for class use, Dr. Mach's book ought to be in use in every class to supplement the work of the regular course. The book is beantifully printed and handsomely bound.
B. F. F.

Elementary Mathematical Astronomy. With Examples and Examination Papers. By C. W. C. Barlow, M. A., B. Sc., Gold Medalist in Mathematics at London M. A.; Sixth Wrangler, and First Class First Division Part II. Mathomatical Tripos, Cambridge, and G. H. Bryan, M. A., Sc. D., F. R. S., Smith's Prizeman, Fellow of St. Peter's College, Cambridge ; Joint Author's of "Coorrdinate Geometry." 16 mo . cloth. 442 pages. Price, 81.50 . London : W.B. Clive, University Correspondence College Press; and New York: Hinds and Noble.

Nothing but words of praise can be said of this work. A somewhat careful examination leads us to pronounce it the best in the particular field it is designed to cover. The book gives a most excellent description of the methods by which the structure of Scientific Astronomy has been built up with a very small amount of mathematical knowledge. The book should be the delight of every student of Astronomy. The arrangement is good, the diagrams clear and accurate, and the whole treatment excellent.
B. F. F.

The Open Court. A Monthly Magazine devoted to the Science of Relig. ion, the Religion of Science, and the Extention of the Religious Parliament Idea. Edited by Dr. Paul Carus ; T. J. McCormack, Assistant Editor ; F. C. Hegeler. and Mary Carus, Associate Editors. Price, \(\$ 1.00\) per year in advance. The Open Court Publishing Co., Chicago, Ill.

Among the articles in the August number are the following: The Religion of Islam, by Hyacinthe Loyson ; History of the People of Israel, from the Beginning of the Destruction of Jerusalem, by Dr. C. H. Corniell, Professor of Old Testament History in the University of Königsberg; and the Evolution of Evolution, by Dr. Moncure D. Conway.
B. F. F.

The Cosmopolitan. An International Illustrated Monthly Magazine. Edited by John Brisben Walker. Price, \(\mathbf{\$ 1 . 0 0}\) per year in advance. Single num. ber, 10 cents. Irvington-on-the-Hudson.

The Mathematical Gazette. Edited by F. S. Macauley, St. Paul's School, West Kensington, London. Issued three times a year, viz : in February, June, and October. Price, one shilling, net.

The June number contains an article on Spherical Geometry: I. Orthogonal Projection, by Prof. Alfred Lodge, M. A.; II. Stereographic Projection, by P. J. Heawood, M. A. Also Notes. Mathematical Notes, Examination Questions and Problems, Solutions, and Reviews and Notices. In "Notes" is an extended notice of Dr. Halsted's article on the "Non-Euclidean Geometry" which appeared in the March number of the Mostiris.

> B. F. F.

The Monist. A Quarterly Magazine devoted to the Philosophy of Science. Edited by Dr. Paul Carus ; T. J. McCormack, Assistant Editor ; E. E. Hegeler, and Mary Carus, Associate Editors. Price, \(\mathbf{8 2 . 0 0}\) per year in advance. Single number, 50 cents. The Open Court Publishing Co., Chicago, Ill.

The following articles appeared in the January, 1897, number: The Logic of Relatives, by Chas. S. Peirce ; Man as a Member of Society, Introduction, by Dr. P. Topinard; The Philosophy of Budhism, by Dr. Paul Carus; Panlogism, by E. Douglas Fawcett; The International Scientific Catalogue, and the Decimal System of Classification, by Thomas J. McCormack ; and Literary Correspondence-France, by Lucien Arréat.
B. F. F.

The American Monthly Review of Reviews. An International Illustrated Monthly Magazine. Edited by Dr. Albert Shaw. Price, \(\mathbf{8 2} .50\) per year in advance. Single Number, 25 cents. The American Monthly Review of Reviews Co., 13 Astor Place, New York City.

We are pleased to note that since our last issue this valuable magazine has changed ite name to The American Monthly Review of Reciews, a more significant title than its former one.

The September number has a good deal to say about the Andrews incident and Brown University-not so much, as the editor remarks, on account of the personal interests involved in the case, as because of the far-reaching principles affecting academic life and liberty which have become matters at issue. A fair-minded and judicious estimate of President Andrews' services to Brown is given by a writer fully conversant with the facts, and the protest of the faculty is printed in full. The editorial comments on the awkwardness and needlessness of the situation are piquant and to the point.

Among the contributed articles in the September number are sketches of the three members of the new Nicaragua Canal Commission-Admiral Walker, Capt. O. M. Carter, Corps of Engineers, U. S. A., and Prof. Lewis M. Haupt. These sketches are illustrated with portraits, and serve to convey an idea of the peculiar qualifications possessed by these gentlemen for the task to which they have been appointed by President McKinley.
B. F. F.

The Arena. An Illustrated Monthly Magazine. Edited by John Clark Ridpath, LL. D. Price, \(\$ 2.50\) per year in advance. Single number, 25 cents. Boston: The Arena Co.

Every true Ámerican citizen should read Dr. John Clark Ridpath's splendid paper, "The Cry of the Poor," and his "Open Letter" to President E. B. Andrews, which appear in the September number of the Arena. In them the Doctor has drawn a picture that appeals to every man and woman in our land who has God-given rights and privileges which, owing to the intervention of plutocratic influences, they are not allowed to enjoy.
"Why," asks the Doctor, "should the voice of the poor ever be heard rising like a wail from plantation, hamlet, and cityful? Why should there be seen standing at th
door of the homes of the American people the gaunt spectre-Want 9" "And why," he again asks, "should we allow the voice of our teachers to be smothered by plutocratic powers 9 " There may be those who sanction the conduct of Brown University in expelling Professor Andrews, but it is very evident that the editor of the Arena and the author of 'The Bond and the Dollar" and "The True Inwardness of Wall Street" does not.

Among the other papers are "The Concentration of Wealth, its Cause and Results: Part I," by Herman E. Taubeneck ; "The Multiple Standard for Money," by Eltweed Pomeroy; "The Future of the Democratic Party: A Reply," by David Overmyer; "The Author of "The Messiah'," by B. O. Fowler; "Anticipating the Unearned Increment," by I. W. Hart ; "Studies in Ultimate Society:" I. "A New Interpretation of Life," by Laurence Gronlund ; II. "Individualism vs Altruism," by K. T. Takahashi ; "General Weyler's Campaign," by Crittenden Marriott; the "Plaza of the Poets," "Book Beviews," and "The Editor's Evening,' make up this bright and instructive number.

\section*{CORRECTIONS AND REVIBIONS OF THE ARTICLE \\ "ON THE CIRCULAR POINTS AT INFINITY,"}

May Monthly, pp. 132-145.
( \(\mathrm{P} .=\mathrm{page} ; \mathrm{l} . x=x\) th line from above ; lb. \(x=x\) th line from below.)
P. 132, 1. 1 of the article, read Coördinate for Coordinate; 1. 2, Carteaian for Cartesion. P. 133, (4) and (4)' for ( \(A\) ) and ( \(A)^{\prime} ; 1.19-21\), finish parenthesis ; 1.23, = for -. P. 134, l. 2, vanishes for vanisnes ; interchange lines 14 and 15. P. 135, 1. 4, bring "all true" down to \(1.6 ; 1.12\), add "and" after "infinity'; l. 19 and 23 , coördinates for coöordinates ; 1.25 , coördinates for coödinates. P. 136, 1. 4, add exponent 2 to numerator ; 1. 6, \(\rho^{2}\) here taken equal to 1 , might have been retained in the numerator. If retained, (21) p. 140 would contain \(\rho^{4}\) instead of \(\rho^{2}\), but this would have no effect on the final result (22). Whether \(\rho^{2}\) is retained or not, (14) would have to be made homogeneous in all the coördinates involved, as well as (21), for practical uses, since this is required of all such equations. (14) can be made homogeneous by the use of the solotion of (4). l. \(y,+\sin \alpha_{1} \sin \alpha_{2}\) for \(-\sin \alpha_{1} \sin \alpha_{2} ;-x_{1} x_{2} \cos C\) for \(x_{1} x_{2} \cos C ; \mathrm{lb} .6, \mathrm{c}\) for C. P. 137, l. 16, \(r\) for \(\gamma\). P. 138, lb. \(4, x_{2}{ }^{\prime 8}\) for \(x_{1}{ }^{\prime 2} ; \mathrm{lb} .5, r\) for \(\gamma ; \mathrm{lb} .8\), \(\cos C\) for \(\cos B ; \mathrm{lb} .9, x_{1}{ }^{\prime 8}\) for \(x_{1}{ }^{2}\). P. 139, 1. \(5, x_{3}{ }^{2}\) for \(x_{3}{ }^{2}\) and for \(x_{3} ; 1\). 12, \(x_{\mathrm{a}}{ }^{\prime} x_{1}\) for \(x_{3} x_{1}\). P. 140, lb. 2, ( \(\left.x^{\prime} \xi^{\prime} \xi^{\prime}\right)^{2}\) for \(\left(x^{\prime} \xi_{5}\right)^{2}\). P. 141, 1. 14, \(x^{\prime}\) for \(x\); l. 17, \(x_{8}{ }^{2} u_{8}^{2}+x_{3}^{2} u_{3}{ }^{2}\) for \(x_{2} u_{2}{ }^{2}+x_{8} u_{3}^{2}\); lb. \(1, x_{2}{ }^{\prime 2}\) for \(x_{8}\); in foot note, "NichtEuklidische Geometrie" for "Nicht-Euclidsche Geometry." P. 142, 1. 9, -iA for \(-i B ; 1.11\), two lines for the lines ; 1.13 and \(14, x\) and \(y\) might be interchanged, thongh this is not necessary ; the other angle between the two lines would be given ; l. 15, The double ratio of these is : Taking them in the order named, using etc.; \(1.18,8\) for \(5 ; 1.19,+8 \lambda^{\prime}\) for \(+8 \lambda\). P. 144, 1. 11, \(\tan \phi\) for \(\psi\); slopes for tangents would be better; 1. 12, it is necessary and sufficient that the purely imaginary part of \(x\) should become indefinitely great ; 1. 18, the German word "quadrupel" is here appropriated ; \(1.23, \pm 1\) for \(\pm l ; 1.27\), is for in ; in foot note, * for \(\dagger\). P. 145, 1. 4, \(\Sigma x x . \Sigma x^{\prime} x^{\prime}\) for \(\Sigma x x^{\prime} . \Sigma x^{\prime} x\) in numerator and mominator \(;\left(\Sigma x x^{\prime}\right)^{8}\) for \(\Sigma x x^{\prime}\) under radical in denominator ; 1. 5, two points points ; 1. 7, \(\Sigma_{x x}\) for \(\Sigma_{x x^{\prime}}\).
\(-\)

G. B. M, ZERR
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\section*{SOPHUS LIE'S TRANFORMATION GROUPS.}

A BERIRS OF EILEMENTARY, EXPORITORY ARTICLES.

By EDGAR ODELL LOVETY, Prisceton Vaiveraty.
I.
1. Without entering unnecessarily into definitions which will occur more properly later, the following paragraph may serve for purposes of orientation. Among the most important notions of modern pare mathematics are the idea of a group and its associated notions tranaformation, substitution, invariant and differential invariant. Groups fall naturally and historically into two classes, diecontinuous and continuous. The former are usually called anbstitution groups and are not infrequently referred to as Galois' groups ; the latter are known as continuous tranefornation groups and may with propriety be called Lis groups. Substitution groups find their greatest usefulness in the theory of algebraic equations. with a limited range of application to geometry ; transformation groups play a similar rofle in the theory of differential equationa, with a wide application to geometry and mechanics. The idea of a substitution group in its modern signitication and in its relation to the theory of algebraic equations is due to Galois ; Lie, after having modified and extended the idea of a substitution group, introduced the new notion into the domain of analysis and geometry and this created his theory of transformation groups.

The great fruitfulness and remarkable simplicity of Lis's theories are their most striking characteristics. Because of their manifold applications, a thorough and systematic study of the fundamental properties of continuous groups is cef
tain to yield the reader a liberal education in mathematics; in addition to a knowledge of the technicalities of the theory of groups, there is gained at the same time a properly proportioned perspective of the many fields of the science brought into one domain. The group idea is a unifying principle which tends to reduce the various and in many cases apparently heterogeneous subjects of mathematics into a homogeneous body of doctrine.

It is the purpose of these notes to present some of the more elementary theorems of Lis's theories and to call attention to a few of the many applications to geometry and differential equations. The material has been drawn from the numerous published treatises* and memoirs of LIE and from his lectures delivered at the University of Leipsic in 1895 and ' 96 . In order to an intelligent perusal of the sequel no more is required than a familiarity with the facts and processes of elementary mathematics including the simpler operations of the dif. ferential and integral calculus.
2. The simplest Lis groups are those of one parameter; however, before proceeding to the fundamental theorems of the theory of groups of one parameter a few examples already familiar to the reader of analytical geometry as transformations of coördinates will be useful in introducing the notions.

For the sake of simplicity let the study be made in the plane. Consider the plane as a manifoldness of points, i. e. as a space whose space element is a point. Since it takes two independent coördinates to fix the positiou of a point in the plane we may say that there are \(\infty^{2}\) points \(\dagger\) in the plane or, what amounts to the same thing, that the plane is a two-dimensional space if the point is its space element. Consider the ensemble of all points of the plane and suppose that this aggregate be moved a given distance in a given direction. By this translation every point in the plane will be carried into the position of one of the others. In order to represent this analytically, let us suppose that the \(x\)-axis of a Cartesian coördinate system lies in the direction of the translation and that the distance through which all the points of the plane are moved is \(a\), then the point ( \(x, y\) ) is carried over into the point
\[
x_{1}=x+a, y_{1}=y
\]

The segment \(a\) can be given all values from \(-\infty\) to \(+\infty\), and if \(a\) be varied in this manner we obtain \(\infty^{1}\) translations in one and the same direction or in its opposite direction.

\footnotetext{
*A list of these treatises is to be found in the June (1807) number of the Bulletin of the American Mathematical Bociety or in Teubier's catalogue. The reader who desires to prosecute the atudy of the aubject further than the scope of these notes will ind the following order of atteok on Le's prabiched works the most satisfactory: \(1^{\circ}\) Lectures on Differential Equations with Known Indnitesimal Transformations; \(2^{\circ}\) Lectures on Continuous Groups; \(8^{\circ}\) Geometry of Contact Transformations; \(4^{\circ}\) Theory of Trase formation Groups, the three volumes of this treatise in their order.
fThis notation is very convenient. Its general form is -Il a oonifguration depends on \(n\) independent parameters, of which none is supertuous, the confgaration assumes an positions if the parametirs are allowed to vary from \(-\infty\) to \(+\infty\). So, for example, there are \(\infty^{2}\) pointe on aline, \(\infty^{2}\) in the plase, \(\infty^{3}\) in space, since the position of the point depends on one, two, or three parameters, reepeotivels. etmllarly there are \(\infty^{2}\) circles in the plane, \(\infty^{6}\) stralght lines in apace, \(\infty^{6}\) conice in the plane, and soon. Tno nymbol con in this connection is read "n-ply infinite number of."
}

Suppose now that two of these translations be carried out in succession, the first through the distance a ebanget the point \((x, y)\) into the point
\[
x_{1}=x+a, y_{1}=y,
\]
and the becond through the dintance \(a_{1}\) carries the new point \(\left(x_{1}, y_{1}\right)\) into the position
\[
x_{8}=x_{1}+a_{1}, y_{2}=y_{11}
\]
which together with ( \(x, y\) ) and ( \(x_{1}, y_{1}\) ) lies oo a parallel to the xaxis. Now it in clear geometrically, that the pasage from the initial position \((x, y)\) to the tinal position ( \(x_{3}, y_{f}\) ) can be effected by a single translation through the distance \(a+a_{1}\), sud in fact simultaneously for all points of the plane. This also appears analytically from the fact that the elimination of the intermediate position ( \(x_{1}, y_{1}\) ) from the above equation given
\[
x_{2}=x+a+u_{1}, y_{4}=y .
\]

This very aimple resalt may be formuiated in the following manaer :
The successive npplicution of two translatione of tho family of © 1 trandations
\[
x_{1}=x+n, y_{1}-y
\]
is equivelent to a tranalation belonging to the same family.
For thia reaton the family is called a group of trandatione. It contains one arbitrary parameter \(a\) and hence \({ }^{\circ}\) ' translations; accordingly it is said to be - one-parameter grouj.
8. So far the translations have been limited in direction; let na now consider all trantalations in the plane. As in the preceding case let all the points of the plane be moved lhrough the aame dietance \(a\) and in the same direction \(\alpha\); if \(a\) and \(\alpha\) be given all porsible values we obtain a family of \(\infty 0\) tranala. tiont which includes the preceding family as e particular case. Any one of the transletiont of the family changes the point \((x, y)\) into the point
\[
x_{1}=x+a, y_{1}=y+b,
\]
where \(a\) and \(b\) are two arbitrary values but remain the same for all point of the plane. If a translation, \(T_{1}\), carry the point ( \(x, y\) ) into the position of the point ( \(x_{1}, y_{1}\) ), and a second translation, \(T_{9}\), carry the point ( \(x_{1}, y_{1}\) ) over to ( \(x_{3}, y_{9}\) ), it is clear geometrically that the point ( \(x, y\) ) could have been carried directly to the ponition \(\left(x_{5}, y_{s}\right)\) by a single translation, \(T_{3}\). The length and direction of
this third translation \(T_{3}\), equivalent to the successive application of \(T_{1}\) and \(T_{1}\), is found by constructing the third side of the triangle formed by the translation \(T_{1}\) and \(T_{z}\), or in kinematical parlance, by taking the geometric sum of \(T_{8}\) and \(T_{3}\). This result appears analytically by eliminating \(x_{1}, y_{1}\) from the equations representing the translations
\[
\begin{array}{ll}
T_{1}, & x_{1}=x+a, y_{1}=y+b ; \\
T_{2}, & x_{2}=x_{1}+a_{1}, y_{2}=y_{1}+b_{1} ;
\end{array}
\]
this elimination yields the equation
\[
T_{3}, \quad x_{2}=x+a+a_{1}, y_{2}=y+b+b_{1},
\]
which is of the same form as the equations representing \(T_{1}\) and \(T_{8}\) and hence belongs to the same family as \(T_{1}\) and \(T_{z}\); therefore we conclude that

The successive application of any two translations of the family of all trant lations of the plane
\[
x_{1}=x+a, y_{1}=y+b
\]
is equivalent to a single translation belonging to the same fainily.
.Because of the possession of this remarkable property* the family of all translations of the plane is called a group of translations. The group contains two arbitrary constants \(a\) and \(b, i\). \(e\). it has \(\infty^{2}\) different translations; for this reason the group of all translations in the plane is called a two-parameter group.
4. In order to present simple concrete examples illustrative of several other fundamental notions let us return to the family of all trauslations parallel to the \(\boldsymbol{r}\)-axis
\[
\begin{equation*}
x_{1}=x+a, y_{1}=y ; \tag{1}
\end{equation*}
\]
among these \(x^{1}\) translations there is one to be noted, namely that one for which

\footnotetext{
It is eany to see that thin property of the equivalence of the succosalve applications of any tro transformations of a family of transformations to a third transformation belonging to the same family is a remartable one, pecullar to certaln families, and not common to all. For example, the equation,
\[
x_{2}=a-x, \quad y_{1}=y,
\]
represent a family of oo transformations, which may be readily constructed geomotrically, bot a trase formation \(S\), changing \((x, y)\) into
\[
x_{2}=n-x, \quad y_{1}=y,
\]
followed by \(S_{1}\), changing \(\left(x_{1}, y_{1}\right)\) into
\[
x_{2}=a_{1}-x_{1}, \quad y_{2}=y
\]
produces, by the elimination of ( \(x_{1}, y_{1}\) ) from these equations, the equations
\[
x_{2}=\left(a_{1}-a\right)+x, \quad y_{4}=y_{1}
\]
which represents the transformation \(S_{2}\) equivalent to the succensive application of \(B_{1}\) and \(S_{2}\). Bret the 2 of the orginal famlly is equal to a constant minus the old \(x\), while in \(g_{3}\) the new \(x\) is equal to a conetas plus the old \(x\), hence \(S_{2}\) does not belong to the aame family as \(S_{1}\) and \(S_{2}\). The \(\boldsymbol{m}^{\prime}\) transformations reppogented by the above equation then do not form a LiE group.
}
\(a=0\), i. e. a translation through the distance zero. By this translation all points of the plane remain at rest, and strictly speaking the term translation is no longer allowable. If, for the sake of continuity, the term translation is to be retained as applicable to this case also, then the translation by which every point is changed into itself is called the identical translation. It is to be further remarked that for every translation of this group there is a translation of the group which, carried out after the former, cancele its effect. Thus the successive application of the translations corresponding to \(+a\) and to \(-a\) respectively is equivalent to the translation \(a-a=0\), that is, to the identical transformation. For this reason the two translations are said to be inverse.

If we puta equal to an infinitely small constant \(\partial t\), we obtain an infinitesinal translation, which gives to all points of the plane only an infinitely small motion
\[
x_{1}=x+\partial t, y_{1}=y
\]
lly this tranalation the coordinates \(x, y\) receive infinitely small increments
\[
\partial x-\partial t, \partial y=0,
\]
and if the infinitesimal translation be carried out \(n\) times successively, the point \((x, y)\) is changed into
\[
x_{1}-x+n \partial t, y_{1}=y ;
\]
if the infinitesimal translation be repeated an infinite number of times, or, what comes to the same thing, if \(n\) becomes infinite, then \(n \partial t\) is equal to some finite quantity \(a\) and we have again a finite translation
\[
x_{1}-x+a . y_{1}=y
\]

We shall tind later on that a one-parameter group contains but one infinitesimal transformation.

Suppose that we operate on a definite point ( \(x_{0}, y_{0}\) ) with all translations of the one-parameter group (1) ; the point will take \(x^{1}\) different positions:
\[
x=x_{0}+a, y=y_{0},
\]
the aggregate of which is a parallel to the \(x\)-axis. This line, the locus of all the points into which a definite point is changed by operating on it with all the translations of the group, is called the path curve of the point, or path curve of the one-parameter group. There are altogether \(\infty^{1}\) path curves of the group (1) consisting of the family of straight lines parallel to the \(x\)-axis.

Any translation of the group carries any one of the path curves, as \(\Omega\) whole, forward in its own direction a distance \(a\); \(i\). e. the path curve as a whole remains at rest. The path curves are invariant by all the translations of the
group. In addition to the line at inflnity and the path curves, there is no other invariant curve by this one-parameter group, i. e. no other curve all of whose points are changed into points of the same curve by all the transformations of the group.

If a function of \((x, y), F(x, y)\) is to be invariant by the group
\[
x_{1}=x+a, y_{1}=y,
\]
we must have \(F^{\prime}\left(x_{1}, y_{1}\right) \equiv F(x+a, y)=F(x, y)\), for all values of \(a\). In order to determine the function \(F\) we need only to take an infinitesimal value for \(a\), and carry out the infinitesimal translation \(x_{1}=x+\partial t, y_{1}=y\).* Taylor's series give
\[
F(x, y)+\frac{a}{1} \frac{\partial F(x, y)}{\partial x}+-\frac{a^{2}}{1.2} \frac{\partial^{2} F(x, y)}{\partial s^{2}}+\ldots \ldots=F(x, y),
\]
or cancelling \(F(x, y)\) from each side and neglecting terms of the second order
\[
\frac{\partial F(x, y)}{\partial x}=0,
\]
that is, \(F\) does not contain \(x\) and is a function of \(y\) alone. Hence every function \(\boldsymbol{F}(y)\) is an invariant function by the one-parameter group (1). An invariant function equated to a constant gives an invariant equation, which represents one or more path curves of the group.

The reader may find it interesting to verify the group property for the following families and to determine the path curves and forms of invariant functions:
1. Rotations about a fixed point \(\left\{\begin{array}{l}x_{1}=x \cos \alpha-y \sin \alpha_{0} \\ y_{1}=x \sin \alpha+y \cos \alpha ;\end{array}\right.\)
2. The affine transformations \(\quad x_{1}=m a, y_{1}=y\);

3 The perspective transformations \(x_{1}=a x, y_{1}=a y\);
\(4^{\circ}\) The transformations \(\quad x_{1}=a x, y_{1}=y / a\);
5 . The group of all Euclidean motions in ordinary space
\[
\begin{aligned}
& x_{1}=a_{1} x+a_{2} y+a_{3} z+a_{0} \\
& y_{1}=b_{1} x+b_{2} y+b_{3} z+b_{0} \\
& z_{1}=c_{1} x+r_{2} y+c_{3} z+c_{0}
\end{aligned}
\]

The Unirersity of Chicngo, 10 September, 189\%.
[To be Continued.]

\footnotetext{
-In order that a function, equation or curve be Invariant by all of the finite tranaformation of a one parameter group, it is necessary and sufficlent that the function, equation or curve be invarians by the infinitesimal transformation of the group. This theorem will be proved in the sequel.
}

\section*{ON A BOLUTION OF THF GFITGRAL BIQUADRATIC FQUATION.}

By A. C. BURIRAM, Profecsor of Methematies, Uaivaraity of Ilisole, Urbana, Ilisois.

Very often in mathematical work does one wish to write out without waste of time the value of the unknown in a given biquadratic equation. Nowhere in text-books or mathematical writings do I find the solution to a biquadratic given in such form that one by merely substituting in a formula may get the roots. I have found the formula here given convenient and I do not know that the formula or this particular method of getting the result has ever before been published.

Let the general biquadratic be
\[
x^{4}+a_{1} x^{3}+a_{2} x^{2}+a_{3} x+a_{4}=0,
\]
and let the roots be \(a, b, c, d\). Then follow, as is well known,
\[
\begin{aligned}
a+b+c+d & =-a_{1}, \\
a b+a c+a d+b c+b d+c d & =a_{2}, \\
a b c+a b d+a c d+b c d & =-a_{2}, \\
a b c d & =a_{4} .
\end{aligned}
\]

Now let
\[
\left.\begin{array}{l}
z_{1}=a b+c d \\
z_{2}=a c+b d  \tag{I.}\\
z_{2}=a d+b c
\end{array}\right\}
\]

Then it follows that,
and
\[
\begin{aligned}
z_{1}+z_{2}+z_{3} & =a_{2}, \\
z_{1} z_{2}+z_{1} z_{3}+z_{2} z_{3} & =(a b+c d)(a c+b d)+()()+()() \\
& =a^{2} b c+a b^{2} d+c^{2} a d+c b d^{2}+\ldots \ldots+\ldots \ldots \\
& =\Sigma a^{2} b c=a_{1} a_{3}-4 a_{4}, \\
z_{1} z_{2} z_{3} & =(a b+c d)(a c+b d)(a d+b e) \\
& =\Sigma a^{3} b c d+\Sigma a^{2} b^{2} c^{2} \\
& =a_{3}^{2}+a_{1}{ }^{2} a_{4}-4 a_{2} a_{4} .
\end{aligned}
\]

Then \(z_{1}, z_{2}, z_{3}\) are therefore the roots of the reducing cubic :
\(x^{2}-a_{2} z^{2}+\left(a_{1} a_{3}-4 a_{4}\right) z-\left(a_{3}^{2}+a_{1}^{8} a_{4}-4 a_{2} a_{4}\right)=0\) 11.

Now from I we have
\[
\begin{align*}
& z_{1}^{2}=a^{2} b^{2}+r^{2} d^{2}+2 a b c d \\
& =a^{2} b^{2}+c^{2} d^{2}+2 a_{4}, \\
& \therefore z_{1}^{2}-4 a_{4}=a^{2} b^{2}+c^{2} d^{2}-2 a b c d=(a b-c d)^{2} \text {, } \\
& \therefore 1^{\prime} \overline{z_{1}^{2}-4 a_{4}}=a b-c d  \tag{a}\\
& \text { but } z_{1}=a b+c d \tag{b}
\end{align*}
\]

Therefore by adding (a) and (b),
\[
\begin{equation*}
a b=\left\{\left\{z_{1}+1^{\prime} \overline{z_{1}^{2}-4 a_{4}}\right\}\right. \tag{c}
\end{equation*}
\]
and by subtracting (a) from (b) we have
\[
\begin{equation*}
c d=\frac{1}{2}\left(z_{1}-1^{\prime} x_{1}^{2}-4 a_{4}\right) \tag{d}
\end{equation*}
\]

In the same manner we get
\[
\begin{align*}
& b r=\frac{1}{2}\left(z_{8}-1 \cdot \overline{z_{8}^{2}-4 a_{4}}\right) \tag{h}
\end{align*}
\]

But \(a b+a c+a d=a(b+c+d)\)
\[
\begin{aligned}
& =\left(-a_{1}-a\right) a, \text { since } b+o+d--a_{1}-a \\
& =-a^{2}-a_{1} a .
\end{aligned}
\]

Also \(a b+a r+a d=\frac{1}{2}\left\{z_{1}+z_{2}+z_{3}+1 z_{1}^{2}-4 a_{4}+1 z_{2}^{2}-4 a_{4}+1 \overline{z_{3}^{2}-4 a_{4}}\right.\)
from (c), ( \(\rho\) ), and ( \(g\) ). Therefore,
\[
a^{2}+a_{1} a+\frac{1}{2}\left\{a_{2}+1 \overline{z_{1}-4 a_{4}}+1 z_{2}^{2}-4 a_{4}+1 \overline{z_{3}^{2}-4 a_{4}}\right\}=0,
\]

Which is a biquarlratic equation giving the value of one ront a, i. e.
\[
-n_{1} \pm \sqrt{a_{2}-2\left\{a_{2}+1 \overline{z_{1}^{2}-4 a_{4}}+1 \overline{z_{2}^{2}-4 n_{4}}+1 \overline{z_{3}^{2}-4 a_{4}}\right\}}
\]

2
The four roots are, therefore,
\[
\left.\begin{array}{l}
\prime \prime \\
i \\
1 \\
1
\end{array}\right\}=-\frac{1}{2}\left\{-a_{1} \pm \sqrt{a_{1}-2\left\{a_{2} \pm 1 \overline{z_{1}^{2}-4 a_{4}} \pm_{1} \overline{z_{2}^{8}-4 a_{4}} \pm 1 z_{3}^{2}-4 a_{4}\right.}\right.
\]

Where the sequence of signs under the main radical, as can be seen from formule (r) to (h), is
\[
\begin{array}{llll}
\text { for } a, & + & + \\
\text { for } b, & + & - & \\
\text { for } c & - & + & - \\
\text { for } d, & - & - & +
\end{array}
\]

For the \(z_{1}, z_{2}, z_{3}\) in this solution IIl must be sabstituted the roots of the ic II.

Example. As an example take the biquadratic
\[
x^{4}-x^{3}-7 x^{2}+x+6=0 .
\]

Here we have,
\[
\begin{array}{ll}
a_{1}=-1, & a_{3}=1, \\
a_{2}=-7, & a_{4}=6,
\end{array}
\]

1 which the cubic becomes \(z^{3}+7 z^{2}-25 z-175=0\), of which the roots are 5 , and -5. Thus the roots of the biquadratic are
\[
\pm\{1 \pm, 1-2\{-7 \pm 1 \pm 5 \pm 1\},
\]
, \(-1,-2,3\), which are seen to be correct.
Care must be exercised that the proper sign before the main radical is taken. Irbana, Ill., Ortuler 9. 1897.

\section*{gQUATION OF PAYMENTS.}
i J. A. CALDerREad, A. B., Professor of Mathomaties, Curry Oaiversity, Pittebure, Poansylvadia.

Let it be required to find the equated time of two payments, \(P\) and \(P_{1}\), at the end of \(t\) and \(i_{1}\) years respectively, and \(r\) being the rate of interest.
lepresent the equated time by \(x\) when \(t>t_{1}\).
I. By Simplef Interfst.

1st Method. The discount on \(P\) for \((t-x)\) years must equal the interest for \(\left(x-t_{1}\right)\) years.
\(\frac{P(t-x) r}{1+(t-x) r}=\) discount on \(P\) due \((t-x)\) years hence.
\(P_{1}\left(x-t_{1}\right) r=\) interest on \(P_{1}\) for \(\left(r-t_{1}\right)\) years.
\(\therefore \frac{P(t-x) r}{1+(t-x) r}=P_{1}\left(x-t_{1}\right) r\).
\(\therefore x=\frac{1}{P_{1} r}\left(P+P_{1}+P_{1} r t+P_{1} r t_{1}\right.\)
\(\left.\pm_{1} P^{z}+P_{1}^{2}+P_{1}^{2} r^{z} t^{z}+P_{1}^{2} r^{z} t_{1}^{z}+2 P P_{1}+P P_{1} r t+2 P P_{1} r t_{1}+P_{1}^{8} r t\right) \ldots \ldots\).
2ud Method.
\(\frac{P}{1+r t}=\) present worth of \(I\) due \(t\) years hence.
\(\frac{P_{1}}{1+r t_{1}}=\) present worth of \(P_{1}\) due \(t_{1}\) years hence.
\(\frac{P+P_{1}}{1+r \cdot r}\) present worth of \(P+P_{1}\), lue \(x\) years hence.
\(\therefore\) Suppose \(\frac{P}{1+r t}+\frac{P_{1}}{1+r t_{1}}=\frac{P+P_{1}}{1+r x}\);
then \(x=\frac{P t+P_{1} t_{1}+P_{r} t_{3}+P_{1} r t t_{1}}{P+P_{1}+P r t_{1}+P_{1} r t}\)
Since (2) differs from (1), the sum of the present worths of \(P\) and 1 in \(t\) and \(t\), years respectively, at simple interest, is not equal to the \(p\) worth of \(P+P\), due at the equated time; hence, the second method is not when we compute by simple interest.
II. By Compoind Interfat.

1st Method.
\(\Gamma\left[1-\frac{1}{(1+r)^{t-x}}\right]=-\) liscount on \(P\) for \((t-x)\) years.
\(J_{1}\left[(1+r)^{x-t}-1\right]\)-interest on \(J_{1}\) for \(\left(x-l_{1}\right)\) years.
\(\therefore I^{\prime}\left[1-\frac{1}{(1+r)^{2} x}\right]-J_{1}\left[(1+r)^{\left.x-t_{1}-1\right] \text {. } . ~ . ~ . ~}\right.\)
\(\therefore x=\frac{\log \left(I+P_{1}\right)\left[(1+r)^{\prime}(1+r)^{t_{1}}\right]-\log \left[P(1+r)^{\left.t_{1}+P_{1}(1+r)\right]}\right.}{\log (1+r)} \ldots\)
2nd Method.
\(P\)
\((1+r)^{-\gamma}\) present worth of \(P\) due \(t\) years hence.
\(\frac{P_{1}}{(1+r)^{\ell_{1}}}-\) present worth of \(I_{1}\) due \(t_{1}\) years hence.
\(\frac{P+P_{1}}{(1+r)^{r}}-\) present worth of \(P+P_{1}\) due \(r\) years hence.
\(\therefore\) Suppose \(\frac{P}{(1+r)^{\prime}}+\begin{array}{cc}P_{1} & P^{\prime}+I_{1} \\ (1+r)^{d_{1}} & (1+r)^{\prime}\end{array}\)

Then \(x=\frac{\log \left(P+P_{1}\right)\left[(1+r)^{t}(1+r)^{\ell_{1}}-\log \left[P(1+r)^{t_{1}}+P_{1}(1+r)^{t}\right]\right.}{\log (1+r)} \ldots\) (4).
But (4) and (3) being identical, either method may be used when comnd interest is considered. The first, or correct, method by simple interest umes very complicated when more than two payments are considered; yet in we recall the fact that equation of payments is a subject of no practical im:ance, making approximate methods less desirous, it matters little how comated the method may be if it is correct in theory.

The following method, which is fonnd in most arithmetics is very often much better than a good guess. A review of the solution will, at once, show erroneousness of the method.
\(P(t-x) r=\) interest on \(P\) for \((t-x)\) years.
\(P_{1}\left(x-t_{1}\right) r=\) interest on \(P_{1}\) for \(\left(x-t_{1}\right)\) years.
\(P(t-x) r=P_{1}\left(x-t_{1}\right) r\).
\(\therefore x=\frac{P_{t}+P_{1} t_{1}}{P+P_{1}}\).

\section*{III. By Annial Interebt.}
\(\frac{\operatorname{Pr}\left[(t-x)+\frac{t r}{}(t-x)(t-x-1)\right]}{1+r[(t-x)+\operatorname{tr}(t-x)(t-x-1)]}=\) discount on \(P\) for \((t-x)\) years.
\(P_{1} r\left[\left(x-t_{1}\right)+\operatorname{tr}\left(x-t_{1}\right)\left(x-t_{1}-1\right)\right]=\) interest on \(P_{1}\) for \(\left(x-t_{1}\right)\) years.
\(\frac{\operatorname{Pr}\left[(t-x)+\frac{t r}{}(t-x)(t-x-1)\right]}{+r\left[(t-x)+\frac{1}{\ln (t-x)(t-x-1)]}\right.}=P_{1} r\left[\left(x-t_{1}\right)+\frac{1}{2} r\left(x-t_{1}\right)\left(x-t_{1}-1\right)\right] \ldots .\). ( ) .
From (5) \(x\), the equated time, can be found.

\section*{HON-FUCLIDEAN GFOMETRY: HISTORICAL AND EXPOSITORY.}
beozar brucz inisysin A. M., (Prineoton) ; Ph. D., (Johns Hoplins) ; Momber of the Londoa Machemadioal Sodioty ; And Profecsor of Mathematies in the Dniveraity of Taxas, Austin, Teras.
[Continued from the Augunt-Beptember Number.]
-
Proposition XXVIII. If two straights \(A X, B X\) (produced jrom any-sized right \(A B\) toward the same parts, the first under an acute angle, and the other pendicularly) mutually approach each other ever more without any certain limit, Bat their infinite production; I say all angles (Fig. 33.) at any points \(L, H, D\) \(I X\), from which are dropped to the straight \(B X\) perpendiculars \(L K, H K, D K\),
firk will all be obtuse toward the parte of the point \(A\), socondly will be esw in whore distant from this point \(A\), and fmally the angler mort and more ditlan this same point \(A\) ower more withoust any certain limil approach to equality right angle.

Demonstratur. The firt part followa indeed from Corollary I to sition XIII. The second part however is proved thus. For the two ant gether at \(L K\) toward the bace \(A B\) are greater (from

Corollary to Proposition XVI.) than the two internal and opposite angles together at \(H K\) toward the same base AB.

But the anglee at each point \(\boldsymbol{K}\) toward the base \(A B\) are equal to each other, being right. Therefore the obtues angle at \(L\) toward the bate \(A B\) is greater than the obtuse angle at \(\boldsymbol{H}\) toward the same bate \(A B\).

In like manner in shown that the aforesaid obtuee angle at \(\boldsymbol{H}\) is greater than the obtuse angle at the point \(D\).

And thas ever, proceeding toward the point \(X\).


Fig. 88.
Finally the third part requires a longer diaquisitiou. If therefore be done, let there be assigned (Fig. 34.) a certain angle MNC, than which ways greater, or anyhow not less, the excees of any toresaid obtase angles above a right angle. It \(:\) (from Proponition XXI.) that the sidet NH, NC a bending that angle \(M N C\) can be so produced that th pendicular \(M C\) from a certain point \(M\) of \(M N\) let fall NC may be greater (even in the hypothesis of acute than any assigned finite length, as for instance the said base \(A B\).

This starding ; assume in BX (Fig. 35.) a s \(B T\) equal to \(C N\), and erect from the point \(T\) toward \(A\) perpendicular TS, which obviously (from Scholion to Proposition XXIV.) meets \(A X\) in a certain point \(S\). Then from the point \(S\) let fall to \(A B\) the perpendicular \(S Q\).

This falls (becanse of Euclid I. 17.) toward the parts of the acute angle between the points \(A\) and \(B\). Again, acute will be the angle QST in the quadrilateral QSTB, since the remaining three angles are right ; else (againat Proposition V. and Proposition VI.) we come upon the hypothesis either of right angle or of obtuse angle.

Hence the straight \(S Q\) will be greater (from Corollary I. to Proposition III.) than the straight \(B T\),


Fig. 35.
\(N\); and again the angle \(A S Q\) will be greater than the excess by which the se angle \(A S T\) exceeds a right angle, and thus greater than the angle MNC. \(v\) therefore a certain \(S F\) cutting \(A Q\) in \(F\) and making with \(S A\) an angle equal ' \(N C\). Then from the point \(A\) draw to \(S F\) produced the perpendicular 10. point \(O\) falls (from Euclid I. 17.) below the point \(F\), since the angle AFS Euclid I. 16.) is obtuse.

Finally, however ; since FS is greater (by Euclid I. 19.) than \(Q S\) and so h greater than \(B T\) or \(C N\), assume in \(F S\) the piece \(I S\) equal to \(C N\), and from point \(I\) erect to \(F S\) the perpendicular \(I R\) meeting \(A S\) in the point \(R\).

Bat the point \(R\) falls between the points \(A\) and \(S\) : for if it fell on any 8 of \(A F\), we would have in the same triangle (against Euclid I. 17.) two angreater than two right angles, since the angle at the point \(F\) toward the parts - point \(A\) has already been shown obtuse.

Atter so much preparation thus I conclude. Since in the quadrilateral ' \(R\) the angles at the points \(O\) and \(I\) are right, and the angle at the point \(A\) Eaclid I. 17.) is acute because of the right angle \(A O S\), and again the angle
(by Euclid I. 16.) is obtuse, since the angle RIS is right : the consequence Iy is (by Corollary II. to Proposition III.) that the side \(A O\) is greater than side \(I R\).

But ( \(O Q\) joined) the side \(A Q\) is greater (by Euclid I. 19.) than the side because of the obtuse angle at \(O\), since the angle \(A O S\) was made right.
Therefore the straight \(A Q\) will be much greater than the straight \(I R\), or Euclid I. 26.) than the straight \(M C\), and so much greater than the straight the part than the whole; which is absurd.
Therefure it is not posssible to assign any one angle MNC, than which alis greater, or anyhow not less, the excess of each of the aforesaid obtuse es above a right angle.

Wherefore those obtuse angles, more and more distant from this point \(A\), more without any certain limit approach to equality with a right angle.

Quod erat postremo loco demnostrandum.
Corollary. But this standing, which in the last case was demonstrated, anifestly follows that those straights \(A X, B X\), produced infinitely will finalave, either in two distinct points, or in one same point \(X\) infinitely distant, ammon perpendicular.

But again, that this common perpendicular cannot be had in two distinct to fows manifestly from this, because otherwise (by Corollary II. to Propon.XXIII.) those straights would thence begin mutually to separate, and so meet each other at an infinite distance ; so that also (against the express supHon) they would not mutually approach each other without any certain limit more toward those parts.
So they must have the common perpendicular in one same point \(I \boldsymbol{I}\) infin. distant.
|To be Continneal.|

\section*{2HW AID OLD PROOF' OF TEE PYTHAGORRAN TEEO}


(Oonthered from Juteo-Jely Namber.)
-
XLVI. Fig. 27.
\(A B L N\) is equivalent to \(A B M K\) is equivaleat to \(A C I K\).
\(N L F H=A B P O\) is equivalent to \(B E D C\).
\(\therefore A B F H\) is equivalent to \(A C I K+B E D C\).
XLVII. Fig. 27.
\(A B L N\) is equivalent to ACIK.
NLPO is equivalent to STER is equivelent to MTERC+QFD.
OPIH is equivalent to REFII is equivalent to \(R E F Q+\mu B T\).
\(\therefore A B F H\) is equivalent to \(A C I K+B E D C\).
XLVIII. Fig. 27.

AVUH is equivalent to \(2 A C H\) is equivalent to ACIK.
\(V B F U\) is equivalent to \(2 C B F\) is equivaJent to BEDC.
\(\therefore A B F H\) is equivalent to \(A C I K+B E D C\). Wippor.
XLIX. Fig. 27.
\(A B W X\), the half of \(A B F H\), is equivalent
 to \(A B C+C B W+C X A\).

Fig. 27.
But \(A B C=B E F\) (is equivalent to \(B W E+A X K\) ).
\(\therefore A B W X\) is equivalent to \(C B E+C A K\).
\(\therefore A B F H\) is equivalent to \(A C I K+B E D C\).
L. Fig. 27.
\(B y z=F D Q . \quad A z y C=A J I K, \quad A R H=B E F . \quad H R Q=A C J\).
\(\therefore \triangle B F H\) is equivalent to \(A C I K+B E D C\).
LI. Fig. 27.
\(A B C=B E F . \quad C R a=F D Q . \quad H R Q=I K \mathcal{H} . \quad H J C a\) is equivalent to \(\therefore A B F H\) is equisalent to \(A C I K+B E D C\).

That \(H J C a\) is equivalent to \(I G . A J\) is evident for the following re \(\triangle A C H\) in equivalent to \(\triangle A C I\), having the same base, and equal altitudet

Hence, subtracting \(\triangle A C J\), which is common to both, we have \(\Delta C\) equivalent to \(\triangle A J I\).
\(\therefore\) HJCa is equivalent to IGAJ.
LII. Fig. 28.
\(A B C=B E F . \quad H R Q=A C J . \quad A R H=H K A\) is equivalent to \(A K I J+F D Q\).
\(\therefore A B F H\) is equivalent to \(A C I K+B E D C\).
LIII. Fig. 28.
\(A M N H\) is equivalent to \(A C L H\) is equivalent ACIK.

So, MBFN is equivalent to \(B E D C\).
\(\therefore A B F H\) is equivelent to \(A C I K+B E D C\). Wipper.
LIV. Fig. 28.

CLOJ ie equivalent to CLHA is equivalent ACIK.
\(B F L C\) is equivalent in \(B E D C\).
Bat \(A B F H\) is equivalent to \(B F O J\).
\(\therefore A B F H\) is equivalent to \(A C I K+B E D C\).


Fig. 28.

Нојтากиม, 1800.
LV. Fig. 28.
\(A B F I+B E F+F L H+H K A\) is equivalent to \(A C I K+B E D C+A B C+C I L\) TD.
\(\therefore A B F H\) is equivalent to \(A C I K+B E D C\).
iv LVI. Fig. 28.
1. \(A B C=B E F, \quad I C D=A K H\) is equivalent to \(A K I J+F D Q\).
\(\boldsymbol{S V H}=S Q D\), and \(V H T=I J T\).
\(\therefore\) By properly combining and substituting. \(A B F H\) is equivalent to \(A C I K\) BEDC.
LVII. Fig. 28.

RDH \(H=A C I K\). \(A R H=B E F, A B C=H F J\).
\(\therefore A B F H\) is equivalent to \(A C I K+B E D C\).
|Th he Conticued.I

\section*{EUCLIDBAN GBOITMEY WIMROUT DISPUTMD AXIOMS.}

(a)

Prorosition I. If two straight lines in the mame plane be perpendirular to 1 same straight line they are parallel.

Prove by Axiom 11, and I, 27.*
(b)

Propoartion II. From or through a given point in a ctraight line only an perpondicular to that line can be drawn in the same plane.

Proor. If there could be two, there would be two anequal right agiles which is impossible by Axiom 11.
(c)

Pbopobition III. If two parallel atraight lines be joined by a commen pmpondienler, any straight line which bisects the perpendicular and weets the two par allels is itself bisected by the perpendicular.

Let \(A B\) be a traight line. Take any point in it as \(C\) and erect the perpendicular \(C D(\mathrm{I}, \mathrm{XI})\). At \(D\) erect the perpendicular \(D E(\mathrm{I}, 11)\) and extead it to \(F\) (Postulate 2). Then \(F E\) is paraliel to \(A B(a)\).

Now bisect DC in IF, (I, 10), take any point in \(A C\) as \(K\) and join \(\mathbb{X} H\) (Postulate I). On \(D E\) cut off \(D N\) equal to \(K C\), (I, 2), and join \(H N\), (Pustulate 1). Therefore the two triangles \(K C H\) and \(D H N\) are equal to ench other (I, IV). Therefure KH equals \(H N\). Again, since the two triangles \(K C H\) and \(D H N\) are equal, the angle \(D H N\) equala the angle KHC, being bomologous angles.
 The angles \(K H C\) and \(K D H\) are tugether equal to two right angles ( 1,13 ). Therefore since the angle \(D H N\) equale the angle \(K H C\), th angles \(D H N\) and \(K H D\) are together equal to two right anglea, and therefore \(X I\) and \(H N\) form one and the same atraight line ( \(I, 14\) ). Therefose, since \(K\) inar; point in \(A B\), any straight line which bisects the perpendicalar joining two paral lel straight lines in bisected by the perpendicular.

Cososlary. If two parallel atraight lines be joined by a common perpa dicular, any atraight line meeting the parallels and bisecting the perpendienla cute off elpual distances on the parallels on opposite sides of the perpendicular.
(d)

Proporition IV. If a straight line is perpendicular to one of timo lines it is perpendicular to the other also.

Proof. Let \(C D\) be a straight line. Then from any point in it as \(\boldsymbol{E t}\) \(H K\) perpendicular to \(C D\), and in the same manner draw \(A B\) perpendiealar to \(K H\) (I, 11). Then \(A B\) and \(C D\) are parallel (a). Take any point in one of tho
 parallele as \(P\) in \(C D\) and suppose \(P Q\) be drawn perpan dicular to \(C D\). Then will \(P Q\) be perpendicular to \(A I\) also. For cut off \(H O=H P(1,2)\), bisect \(H K\) at \(N(4\) 10), and draw \(P S\) and \(O R\) through \(N\). Then \(N O=N P\) ( 1,4 ). But \(S N=N P\) and NO \(=N R\) (c). Therefore NS \(=N O=N P=N R\) (Axiom 1). Therefore, similaris, \(O H=H P=K R=S K\) ( \(c\), Corollary). With \(N\) as a ceotre and NO as a radius describe a circle (Postulate 8). Tw circumference of this circle will obviously pace throgh the points \(O, P, R\), and \(S\). Draw \(P R\). The angle NHO is greater than the gr

NPH ( \(\mathrm{I}, 16\) ), therefore the angle NHP in greater than the angle NPH, and efore NP is greater than NH (I, 19). Therefore the circumforence of this le will intersect the two parallel linea in the points \(O, P, R\), and \(S\). The an\(O P R\) in a right angle (III, 81), and therefore \(R P\) is perpendicular to \(C D\). \(Q P\) is by bypothesis perpendicular to \(C D\), therefore \(P Q\) and \(P R\) cannot form separate lines ( \(b\) ). Therefore \(P Q\), if properly drawn must be identical with

But the angle SRP is a right angle (III, 81) and therefore \(P Q\) is perpenlar to AR.
Q. E. D.
(8)

Proporimon V. If the verter of an angle mbtended by the diameter of a \(e\) is betwees the conter and circomference, the angle is greater than a right anand if the sertex is without the circle the angle io less than a right angl.

Proof. Let \(A K H\) be a circle, \(A B\) a diameter lat circie, and let it subtend the two angles \(A C B\) D. the vertex of the former being within, and The latter withoat, the circle. Exlend \(A C\) to permeronce at point \(H\), and join \(H B\) and \(K A\) flete 1). Therefore the angles \(H\) and \(A K B\) are Fangle (III, 81). Therefore the angle \(A C B\) is ber than angle \(H\) and angle \(D\) is less than angle B(I, 16).


Pboporption VI. If two parallel atraight lines be joined by two common endiculars, these two perpendiculart are equal to sach other.

Penof. Let \(A B\) and \(C D\) be two parallel straight lines and let \(N H\) and be perpendicalar to \(C D\), then are they also perpendicular to \(A B(d)\). Join and \(H P\) (Pontulate 1). Bisect \(H P(I, 10)\), then with the middle point of IIP conter and one-half HP as \(\pm\) radius dencribe a circle (Postalate 8). The
 circomference of this circle will obviously pass through the points \(H\) and \(P\). It must also pass through \(N\) and \(K\), otherwise the angles \(H N P\) and \(H K P\) would not be right angles ( \(\theta\) ). Again, bisect \(N K\) (I, 10) and with its middle point as a center and one-half \(N K\) as a radlescribe another circle (Postulate 8). The circumference of this circle will pase through the points \(N, K, P\), and \(H\) for the same reason as the thove. Therefore thene circumferences will coincide with one another (III,
Therefore there can be but one center point which being in both the linee and \(H P\) most be at the point of intersection \(O\). Therefore the two trianglea \(T\) and \(P O K\) are equal to each other ( \(I, 4\) ), and therefore \(N H\) equals \(P K\).
Q. E. D.

Coroliary. The intercepte on two parallel atraight lines by two common endiculare are equal to each other.

For, the triangles NOP and HOK are equal to each other (I, 4). ThereNP is equal to \(\boldsymbol{H K}\), being homologovis sides of two equal triangles.

\section*{(g)}

Proposirion VII. If a atraight line fall on two paralld straight h mokes the alternate angles equal to one another, etc. (I, 29).

Proof. Let the etraight line \(O R\) fall on the two perallel otrrigh \(A B\) and \(C D\), meeting them in points \(H\) and \(K\) respectively. Then the \(B H K\) and \(C K H\) shall be equal to one another.

From \(H\) draw \(H P\) perpendicular to \(C D\), and from \(K\) draw \(K N\) perpendicular to \(A B(1,12)\). Then \(H P\) is also perpendicular to \(A B\) and \(K N\) is also perpendicular to \(C D\) (d). Therefore \(H P\) equals \(N K(f)\), and \(H N\) equals \(P K\) ( \(f\) Corollary). Therefore the two trianglea \(H P K\) and \(H N K\) are equal to each other (I, 8), and therefure the angle NHK equals the angle HKP, being bomo angles of two equal triangles.

Q. E. D.

Proporition VIll. The sum of the anglet of every plane triangle in to thoo right anglen.

Proor. Let \(A B C\) be any plane triangle, then the sum of the ang \(B\), and \(C\) is equal to two right angles. Throagh its vertices as \(C\) draw \(D H\) parallel to \(A B(\mathbf{I}, 31)\). the angles \(A\) and \(D C A\) are equal to one another ! are also the angles \(B\) and \(H C B\) for the same reasor the sum of the angles \(D C A, A C B\). and \(B C H\) is to two right angles ( \(\mathrm{I}, 13\) ). Therefore the sum of the angles, \(A, B\), anc must equal twis right angles.
Q. E. D.

Proposition IX. Through a given point woithont a given atraight li, me line ran be draton parallel to the given line.

Proor. Let \(B C\) be a atraight line and \(H\) a point wothout. Draw \(A D\) through \(H\) paraliel to \(B C\) (I, 31). Then no other line can be drawn through \(H\) parallel to \(B C\). If possible soppose \(K N\) drawn through \(H\) parallel to \(B C\). Then
 since the angles \(K I I R\) and \(A H R\) are each equal to the angle HRC (g), they are equal to each other (Axiom 1), a part to the which is impossible. Therefure \(K N\) cannot be parallel to \(B C\). Q. E. D.

Proposition X. If a straight lina full on tuo parallel straight lines, el of the troo interior angles on the anme side of that lime shall be equal to two
 angles.

Proof, Let the straight line ON fallo two parallel straight lines \(A B\) and \(C D\). The sum of the two angles \(A K H\) and \(C H K\) is equal t right angles. For, the sum of the two anglea and \(K H D\) is equal to two right angles ( 1,13 ) ac angle \(A K H\) equals the angle \(K H D(g)\). Therefore, substituting the latter fo former we have the sum of the two angles \(A K H\) and \(C H K\) equal to two angles.
Q. E. D.

Proposition XI. If a straight lite meel two straight lines so as to make tyo interior angles on the ameside of it taken together less than two ;ight an1, thess atraight lines, being continually produced, shull at length meet on that 4 OB which ars the nngles which are less than two right angles. Euclid, Axiom 12.

Phoof. Let the straight line \(F H\) meet the two straight lines \(A B\) and \(C D\), fing the two angles \(B F H\) and \(F H D\) together less than two right angles, then nd \(C D\) shall meet, if continually produced, on that side of \(F H\) towards \(B\)

Since the angles BFH and \(A F H\) are together
Wo two right anglea, they must be greater than the
\(f\) the two angles BFH and FHD. Therefore, the
AFH muat be greater than the angle FHD. Des, draw the line \(O N\) through \(\mathbf{H}\) making the angle ( \(N\) equal to the nogle \(A F H\) ( \(\mathrm{I}, 23\) ). Then \(O N\) is paril to \(A B\) (I, 27). Therefore \(C D\) cannot be parallel to
 ' (i), and therefore \(C D\) and \(A B\) must meet if aufficiently produced. Since the n of the angles \(A F H\) and \(F H O\) equals two right angles ( \(j\) ), the sum of the ;les \(A F H\) and \(F H C\) must be greater than two right anglea. Therefore \(A B\) and ' caonot meet on that side of \(F H\) toward \(A\) and \(C\) for then we should have ciangle the sum of whose angles would be greater than two right angles which mpossible by (h). Therefore they must meet on that side of \(F H\) toward \(B\) \(1 D\).
Q. E. D.

\section*{ \% TAL BYMBOL OF INDETFRMINATIOE.}

The following is an outline of the method I use in explaining to the atudin algebra how gero is used as a multiplier and a divisor, and how infnitesits and infinity are used divisors; also, interpretations of the results ained by their use.

If we maltiply \(a\) by a number that decreases by 1 each time beginning \(h\) any number, as +4 , and continue the multiplication until -4 is reached, b product will decrease by a. Thas,
\begin{tabular}{rrrrrrrr}
\(a\) & \(a\) & \(a\) & \(a\) & \(a\) & \(a\) & \(a\) & \(a\) \\
+4 & +8 & +1 & zero & -1 & -2 & -3 & -4 \\
\(+4 a\) & \(+3 a\) & \(+a, *\) & zero, & \(-a\) & \(-2 a\) & \(-3 a\) & \(-4 a\), where zero is
\end{tabular} onatant number and obtained by subtracting any number from itself, as, \(m=(\mathbb{O}\), (1) representing absolute zero.

Evidently \(a\) multiplied by zero is one \(a\) less than \(a\) maltiplied by +1 , or
\(a \times(\mathbb{}=(1)\); also, \(a\) multiplied by -1 is one \(a\) less than \(a\) multiplied by zero, \(a \times-1=-a\). Similarly \(a \times-2=-2 a, a \times-3=-3 a\), etc.

Hence, If a constant number be mulliplied by zero, the product is zero.
Division may be defined as the process of finding how many tis the divisor can be subtracted from the dividend and leave zero.

Dividing 12 by a number that decreases by unity each time, beginn with +3 , we have
\(\frac{12}{+3}=4, \frac{12}{+2}=6, \frac{12}{+1}=12,\left(\frac{12}{\text { zero }}\right), \frac{12}{-1}=-12, \frac{12}{-2}=-6, \frac{12}{-3}=-4 ;\) et
The quotient 4 means that only 3 times +4 can be subtracted from 12 , leave zero ; and bn on for the other quotients.

Since the divisor decreases by unity, the divisor one less than 1 is \(\boldsymbol{\varepsilon c}\) The divisors less than zeru are \(-1,-2,-3\), etc., respectively. Then, the \(q\) tient, when zero becomes the divisor, must be between the quotients given taking +1 and -1 as divisors, or between +12 and -12 .

Then \(\frac{12}{\text { zero or }-\frac{12}{-12}=\Theta \text {, where } \Theta \text { represents no number of times. } T ~ T ~}\) is, there is no number of times zero that the divisor, zero, can be subtracted fr 12 and leave absolutely nothing.

Since negative numbers are less than zero, (1) is not the least divisor 12, or of any other number. If \(\frac{12}{(1)}=\) infinity, or the largest possible number, divided by -1 can not give -12 for a quotient. If \(\frac{12}{-1}=-12, \frac{12}{\text { zero or - }}\) can not give infinity for a quotient, for the divisor, -1 , is one less than divisur (1).

Hence, in general, \(\stackrel{\pi}{\oplus}=\Theta\).
For the quotient, \(\Theta\), means that there is no number of times zero that divisor, © , can be subtracted from \(a\) and leave zero.

Hence, If a ennstant number be divided by zero, the quotient is no num of times.

It is a consequence of confounding the 0 , arising from dividing \(a\) by in ity, with the absolute zero, that so much confusion has been created in the 1 cussions on this subject. All absolute zeros are constants. The other 0 's, a in these discussions, are infinitesimals and variables, and may be less than (1)

Since an infinitesimal can be subtracted from \(a\) an infinite number of tir and leave zero ; therefore, \(-\frac{a}{๑^{-}}=\infty\), where © represents an infinitesimal.

That is, If a constant number be divided by an infinitesimal, the quotien infinity.

Suppose, for illustration, we divide \(a\) by a number that diminishes (

1 each time, beginning with one ; we will have the series
\[
\frac{a}{1}=a, \frac{a}{1^{1} \frac{1}{0}}=10 a, \frac{a}{1 \frac{1}{10}}=100 a, \frac{a}{10^{1} 00}=1000 a, \frac{a}{50 \frac{1}{100}}=10000 a, \ldots \ldots
\]

Evidently, by continuing the series indefinitely, the divisor becomes less , any assignable number however small, and the value of the quotient cases without limit and becomes greater than any assignable number howr great.

Hence, If a constant number be divided by a decreasing variable, as the var'e becomes too small to be expressed, the quotient becomes too large to be expressed.

Since infinity can be subtracted from \(a\) the infinitesimal part of once and re zero ; therefore, \(\frac{a}{\infty}=\) ©.

That is, If a constant number be divided by infinity, the quotient is nitesimal.

Suppose the divisor, in the above illustration, increases each time, beging with 1; we will have the series
\[
\frac{a}{1}=a, \frac{a}{10}=.1 a, \frac{a}{100}=.01 a, \frac{a}{1000}=.001 a, \frac{a}{10000}=.0001 a, \ldots \ldots
\]

Evidently, by continuing the series indefinitely, the divisor becomes ater than any assignable number, however great, and the value of the quotient reases without limit and becomes less than any assignable number, however Ill.

Hence, If a constant number be divided by an increasing variable, as the iable becomes too great to be expressed, the quotient becomes too small to expressed.

This subject is also illustrated in interpreting the results obtained by asling different values for the rates of travel and the distance apart, in Clairs problem, of the Couriers.
"Two Couriers, \(\mathbf{A}\) and \(B\), travel in the same direction, \(C D\), at the rates \(m\) and \(n\) m an hour, respectively. If at any time, say \(12 o^{\prime}\) clock, \(A\) is at \(P\), and \(B\) is at \(Q\), \(a\) * from \(P\), at what time and at what place are they together ?"


Let \(t=\) the number of hours traveled, after 12 o'clock, to the place where rertakes \(B\), and \(d=\) the number of miles travelled by \(A\) in \(t\) hours; or the iber of miles from \(P\) to the place where \(A\) overtakes \(B\).

Since the number of miles travelled by each, after 12 o'clock, equals the multiplied by the num.ber of hours, we have
\[
d=m t, \text { and } d-a=n t .
\]

Solving these equations, we have
\[
t=\frac{a}{m-n}, \quad d=\frac{a m}{m-n} .
\]

We will now examine these values under different conditions.
1. If \(\boldsymbol{m}>\boldsymbol{n}\).

This condition makes the values of \(t\) and \(d\) positive. That is, the \(C\) iers are together after 12 o'clock, and at some place to the right of \(P\).

If \(\boldsymbol{m}<\boldsymbol{n}\).
This condition makes the values of \(t\) and \(d\) negative. That is, the \(C\) iers are together before 12 o'clock, and to the left of \(P\). This interpretation responds with the conditions made. For, if \(m\) is less than \(n, A\) travele a slowly than \(B\), and it follows that they must have been together be 12 o'clock, and before they could have advanced as far as \(P\).
3. If \(m=n\), or \(\boldsymbol{m}-\boldsymbol{n}=\) zern.

Then \(t=-\frac{\pi}{(1)}\), and \(d=\frac{\pi m}{(\mathbb{1}}\).
As there is no number of times zero that subtracted from a leaves : there is no number of hours when they have been or will be together. Furt more, as every number of times zero subtracted from a leaves \(a\); the \(a-v \times(\mathbb{C}=a\), where \(v\) represents any number whatever, they are always same distance apart.

Hence, \(A\) result in the form \(-\frac{a}{(1)}\) indicates that the problem is impossibi
This interpretation corresponds with the supposition made. For, if equal to \(n\), the Couriers travel at the same rate, and since they were an apart at \(\mathbf{1 2}\) o'clock, it is evident they never could have been, and never will tngether.
4. If \(a=z e r o\), and \(m>n\), or \(m<n\).

Then \(t=\frac{(1)}{m-n}\), and \(d=\frac{\text { (1) }}{m-n}\).
They are together at the start, as shown by \(a=z e r n\); but, as there in number of times \(m-n\) that subtracted from zero, will leave zero, they can \(n\) be together again.

Furthermore, the longer the time, the greater or less will \(m-n\) be ; he they will be constantly diverging. For example,
\[
\text { In } 1 \text { hour, zero }-(m-n)=n-m \text {, distance apart ; }
\]

In 2 hours, zero \(-2(m-n)=2 n-2 m\), distance apart ;
In 3 hours, zero- \(3(m-n)=3 n-3 m\), distance apart, etc.
Hence, \(t=\frac{(1)}{m-n}\) indicates that they will be together in zero hours aft o'clock, but never after or before. For zero-(1) \(\times(m-n)=z e r o\), is the value for \(t\) that will satisfy the conditions.

Similarly, \(d=\frac{(1)}{m-n}\) means no distance from \(P\), and shows that they were sd together by the conditions of the problem, \(a=\) zero, but for all other time roblem is impossible.
5. If \(a=z e r o\), and \(m=n\).

Then \(t=\stackrel{(1)}{(1)}\), and \(d=\frac{1}{\oplus}\) (1).
As any number of zeros subtracted from zero gives zero; that is, \(-v \times(\mathbb{C}=z e r o\), where \(v\) represents any number whatever, they are together 1 times ; for \(t=\) any number.

Hence, \(t=-\stackrel{(1)}{\Phi^{-}}\)means all conceivable times, and \(d=-\frac{(1)}{\oplus}\) means all consble distances, and are indeterminate, not being one, but every value.

Therefore, A result \(\frac{(1)}{\text { (1) }}\) indicates that the problem is indeterminate.
The form, \(\frac{(1)}{\oplus}\), is a symbol of indetermination, and does not indicate that olution can be found, but that too many can be determined. The indeteration consists in the fact that any one of the infinite solutions will answer as well as any other.

January 11, 1897.

\section*{EDITORIALS.}

This issue of the Monthiy was delayed on account of securing sorts for Lovett's article.

Prof. E. L. Brown, formerly of the Capital University, Columbus, Ohio, ow a member of the Faculty of the Department of Mathematics of the ColoState University.

The articles on "Euclidean Geometry Without Disputed Axioms," and o, Infinitesimals, Infinity, and the Fundamental Symbol of Indetermina" are pablished at the request of the authors. They invite criticism reir respective articles, and, if there is any defect in the reasoning by which arrived at their conclusions, they desire to have the same pointed out.

\section*{BOOKS AND PERIODICALS.}

A Text-Book of Light. With Numerous Diagrams and Examples. By R. ace Stewart, D. Sc., London, Author of "An Elementary Text-Book of Heat Light," "An Elementary Text-Book of Magnetism and Electricity," etc.

Third Edition. 8vo Cloth, 208 pages. Price, 8s. 6d. London : W. B. Cle University Correspondence College Press. New York: Hinds \& Noble, Cooper Institute.

This little treatise on Light is clearly, neatly, and accurately written. The ant as a teacher and writer needs no introduction. His works all bear evidence of a master the subject under consideration. This book in the hands of the student will enable h to read with interest and profit the investigations in this most fascinating phenomenon nature.
B. F. F.

On the Transitive Substitution Groups that are Simply Isomorphic to 1 Symmetric or Alternating Group of Degree Six. By Dr. G. A. Miller.

This is a reprint of a paper read before the Americnn Philosophical Society May 1887, and published in the proceedings of that Society.
B. F. P.

New Principles of Geometry with Complete Theory of Parallels. Nicolai Ivánovish Lobachévski. Translated from the Russian by Dr. Geol Bruce Halsted. Volume fifth of the Neomonic Series.

The publication of the translation of this little pamphlet of 28 pages promied Dr. Halsted at the Mathematical Congress of the World's Columbian Exposition wea । layed for a personal visit to Kazan, the home of Lobachérski, and Maroe Víarthely, 1 home of Bolyai.

In this pamphlet is some interesting matter for the student of Non-Euclidean Geo etry, and it should be read by every teacher of geometry. Several of our reeders m written to us saying that they could see no sense in the Non-Euclidean Geometry. say to these, read this little pamphlet, then with the light yon get from it turn back a read the first and all subsequent articles of Dr. Halsted's which have appeared in 1 Mosphis during the last four years, then turn to other sources for information on 1 subject. After having done this, you will find that there is a Non-Euclidean Geomet that its argument is as rigorous as the Euclidean, and that its deductions are equally teresting.
B. F. F.

A Text-Book of Physics. Largely Experimental, including the Harva College "Descriptive List of Elementary Exercises in Physics" By Edwin Hall, Ph. D., Professor of Physics in Harvard College, and Joseph Y. Berge A. M., Instructor in the Harvard Summer School of Physics, and Junior Mest in English High School, Boston. Revised and Enlarged. 8vo Cloth. 5 pages. New York : Henry Holt \& Co.

This book needs no introduction to the public. The first edition has prored its an fulness in all experimental courses in Physics. The second edition is even an impror ment over the first.
B. F. F.

Ordinary Differential Equations. An Elementary Text-Book with an It truduction to Lie's Theory of the Group of One Parameter. By James Mort Page, Ph. D., University of Leipzig, Fellow by Courtesy Jobns Hopkins Ut versity, Adjunct Professor of Pure Mathematics in University of Virgini 8vo Cloth. 226 pages. New York and London : The Marmillan Co.

This is the best elementary exposition of the subject of Ordinary Differential Eq1 tions with which we are acquainted. It differs from the older text-books upon the sabj in one important respect, namely, in the method of trentment. Instead of giving thea of integration for certain classes of Differential Equations, as for instance, the Homog

18 or Linear Differential Equations as is done in the older works on the subject, the ;hor has followed the method of Professor Lie. In 1870, Lie showed that it is possible subordinate all the older methods or theories of integration to a general method. By I method of Lie it is possible to derive all of the older theories from a common source I at the same time build a broader foundation for the general theory of Differential uations. The simple, elegant, and clear presentation of the subject in this work makes rosible for a student who has ambition and a fair knowledge of Analytical Geometry l Calculus to master this book without an instructor.
B. F. F.

On the Primitive Substitution Groups of Degree Fifteen. By Dr. G. A. ller. Pamphlet, 12 pages.

This paper is an extract from the Proceedings of the London Mathematical Society, I. XXVIII., and is along Dr. Miller's favorite line of investigation.
B. F. F.

Higher Arithmetic. By Wooster Woodruff Beman, Professor of Mathetics in the University of Michigan, and David Eugene Smith, Professor of thematics in the Michigan State Normal School. 12mo. Cloth and Leather ck. 194 pages. Price, 80 cents. Chicagn : Ginn \& Co.

Among the many valuable features of this work are the elimiriation of the traconal problems which have become the common property of nearly every arithmetic slished during the last quarter century; the introduction, instead of the traditional iblems, of simple problems arising in the study of elementary physics, as, for example, y problems in Electrical Measurements, problems coming under the application Boyle's Law, the law of Falling Bodies, Specific Gravity, etc.; the treatment of the tric System in the first part of the book (page 69) and the frequent use made of it in : subsequent part; the introduction of the common graphic methods of representing tistics; and the complete omission of rules. The entire omission of rules is a very comn feature of the arithmetics which are published at the predent time and of those ich have been published during the last three or four jears. It is my belief that all es that can not be established easily by the deductive method of reasoning should be in good print in the arithmetics. This is especially the case with the rules in Mensuron. The student of arithmetic is in general not competent to follow the argument ich eatablishes the rule for finding the area of a triangle when three sides are given. \(t\) it is better for the student that he commit this rule to memory, though he does not ow how it is established, than to be ignorant of its existence and the means by which area of triangles are computed when the sides are given. It seems to me that any thmetic treating the subject of mensuration ought to give the rules for finding the sure and volume of the three round bodies, the area of parallelograms, circles, and trians, the triangles having the base and altitude given or the three sides. To these might added the rules for finding the surface and volune of prisms and pyramids. Aside m these I heartily believe in the omission of rules. The work before us does not omit consideration of the nost of the above geometrical magnitudes, but the rules are not ressly stated. This work of Professors Beman and Smith is, however, one that we can \(\boldsymbol{J}\) cheerfully recommend.
B. F. F.

A Brief Introduction to the Infinitesimal Calrulua. Designed Especially to I in Reading Mathematical Economics and Statics. By Irving Fisher, Ph. D., iistant Professor of Political Science in Yale University, Co-author of Phillips I Fisher's Elements of Geometry. 12mo. Cloth. 84 pages. Price, 75 cents. \({ }^{n}\) York and London: The Macmillan Co.

This little work on the Calculus will be received with joy by a great army of stud-
ents, teachers, and professors, who have lacked the time and courage to attack some of the more exhaustive works on the subject yet felt the need of a knowledge of the Calculus in order to enable them to read with intelligence the highest authorities on economic as well as other subjects. Dr. Fisher has prepared this little work with a special view of the needs of this class of students. Any one with a clear mind can very easily read and understand every sentence in this book. There is no metaphysical speculation nor obscure statements made in establishing its first principles.

In considering the formula \(s=\frac{1}{2} t^{2}\), where \(s=\) space a body falls under the influence of gravity in the time \(t\), he says, pages 2 and 3 , "Since the above formula holds true of all points, it holds true now, when the time is \(t+\Delta t\) and the distance \(s+\Delta s\). That is \(s+\Delta s=16(t+\Delta t)^{2}\). This gives \(s+\Delta s=16 t^{2}+32 t . \Delta t\) \(+16 \Delta t^{2}\). But \(s=16 t^{2}\). Subtracting, we have
\[
\begin{array}{r}
\Delta s=32 t . \Delta t+16(\Delta t)^{2}, \\
\text { whence } \frac{\Delta s}{\Delta t}=32 t+16 \Delta t \ldots \tag{1}
\end{array}
\]

This is the average velocity during the small interval \(\Delta t\).
Thus, if \(\Delta t=1\) second and \(t\) be five seconds, the average speed of the body during that half second (vir., the one beginning 5 seconds from the rest) is \(32 \times 5\) \(+19 \times \frac{1}{1}\), or 168 per second. If we take 1 bo of a second instead of \(\frac{1}{2}\), we have \(32 \times 5+16 \times{ }^{1} \times\), or 168.1 feet per second.

The speed at the very instant of completing the 5th second is obtained by putting \(\Delta t=0\), which gives 160 as the instantaneous speed.

Now when \(\Delta t=0\), we call it \(d t\), because 0 would not remind us of the kind of quantity which vanished, whereas \(d t\) does suggest \(t\), the magnitude which vanished. When \(\Delta t\) becomes \(n\), or \(d t, \Delta s\) evidently becomes zero too, for a body can not go any distance in no time. This zero we call ds. Equation (1) therefore becomes at the limit
\[
\begin{align*}
\frac{d s}{d t} & =32 t+[16] d t, \\
\text { or } \frac{0}{0} & =32 t+0, \text { which may be written } \\
\frac{d s}{d t} & =32 t \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{2}
\end{align*}
\]
for we can neglect the zeros on the right, but not those on the left (the ratio of two zeros does not reduce to zero).

It may be objected to the reasoning in the last article that \(\frac{d s}{d t}\) or \(\frac{0}{0}\) is indeterminate. This is true. \(\frac{0}{0}\) is equal to 2 , or 19 , or 1 , or any number we we please. But the limit \(\frac{\Delta s}{\Delta t}\) is not indeterminate. We thus use \(\frac{d s}{d t}\) in two distinct senses, viz \(: \lim \frac{\Delta s}{\Delta t}\) and \(\frac{\lim \Delta s}{\lim \Delta t}\).

The first is determinate, the second is indeterminate, though for that very reason it may always be put equal to the first. Only the first, or \(\lim \frac{\Delta s}{\Delta t}\) isim. portant. This is the ultimate ratio of two vanishing quantities."

Excepting the statement in the next to the last sentence, viz., that \(\lim \frac{\Delta s}{\Delta t}\) is determinate and \(\frac{\lim \Delta s}{\lim \Delta t}\) indeterminate, we claim that Dr. Fisher has established the fundamental principles of the Differential Calculus in a simple, rigorous, and logical manner. By the principle of Limits, the \(\lim \frac{\Delta s}{\Delta t}=\frac{\lim \Delta s}{\lim \Delta t}\), that is to say, the limit of the quotient of two variables equals the quotient of their limits. Then if one is determinate the other is determinate, or if one is indeterminate the other is indeterminate. They are, however, both determinate. The statement that \(d t\) is used instead of 0 to preserve the trace of the quantity that vanished will be considered by many mathematicians as the rankest sort of mathematical heresy, the'reanimating of Berkeley's "ghoat of departed quantities." But here too Dr. Fisher's position is absolutely impregnable, for, since \(\frac{0}{0}\) is, per se, indeterminate, but determinate by the equation by which, in every case, it is defined, it may be replaced by the ratio of any two quantities which preserves the ratio that defines \(\frac{0}{0}\). So in the case above, \(\frac{0}{0}\) can be replaced by \(\frac{d s}{d t}\) or \(\frac{y}{x}\) or the quotient of any other two quantities which preserve the ratio \(32 t\). But \(\frac{0}{0}\) is replaced by \(\frac{d s}{d t}\) to preserve the trace of the quantities which vanished, and \(d s\) and \(d t\) can represent large or small parts of \(s\) and \(t\). There are in general three possible ways by which the ratio \(32 t\) can be preserved by \(\frac{d s}{d t}\). First, \(d s\) being considered a constant, and \(d t\) a variable; second, \(d s\) being a variable, and \(d t\) a constant ; third, \(\frac{d s}{d t}\) both being variables. Fach of these three ways of viewing \(\frac{d s}{d t}\) is used in the Calculus. This method of exposition is used in my classes with the result that students are enabled to use the Calculus, not as a machine by which to grind out problems, but as an instrument of research.

The American Monthly Review of Reciews. An International Illustrated Monthly Magazine. Edited by Dr. Albert Shaw. Price, \(\mathbf{8 2 . 5 0}\) per year in advance. Single Number, 25 cents. The American Monthly Review of Reviews Co., 13 Astor Place. New York City.

The American Monthly Review of Reviews for October has several articles of unusual interest to women readers. .Miss Frances Willard tells the story of the World's W. C. T. U. movement ; Mrs. Ellen M. Henrotin, president of the General Federation of Women's Clube, outlines the benefits of those organizations; Mrs. Sheldon Amos, of England, writes of a London Women's Club, and Miss Mary Taylor Blauvelt contributes an enlightening article on the opportunities for women at the English universities.
B. F. F.

The Arena. An Illustrated Monthly Magasine. Edited by John Clark Ridpath, LL. D. Price, \(\mathbf{8 2 . 5 0}\) per year in advance. Single Number, 25 cents. Boston: The Arena Co.

The Arena for Oetober continues the battle for reform. The number is especially interesting and in some parts brilliant; it is in all parts aggressive and courageous. Hon. Charles A. Towne's article, "The New Ostracism," is in the author's best vein of critical analysis. In the course of the discussion he attacks with great vigor the plutocratic interference with professors in collegen and universities. Herman E. Taubeneck continues his cogent statistical attack on consecrated wealth. Judge Walter Clark sends out a powerful plea for the establishment of public rights over semi-public interests and institutions. The Editor of The Irena continues with unabated vigor his onslaught on the organized forces of plutocracy. His article, "Prosperity : the Sham and the Reality," is one of his atrongest and best. Dr. Ridpath's exposition of the bottom purposes and methods of the money power is as caustic as it is true. Mary Platt Parmelee's article on the Political Philosophy of the Father of American Democracy is an original and forceful argument for popular liberties. B. O. Flower is again at his best pace in "The Latest Social Vision," in which he discusses the merits of Bellamy's "Equality." Perhaps the most radical and defiant article in the number is "The Dead Hand in the Church," by Rev. Clarence Lathbury, in which he attacks with destructive criticism the domination of the dead past over the living present in the church. "Hypnotism in its Scientific and Forensic Aspects" is the subject of an interesting and useful article by Marion L. Dawson. "Suicide: Is It Worth While 9 " is the caption of Charles B. Newcomb's startling study of one of the most interesting and painful themes of the age. The "Plaza of the Poets" is rich with the contributions of Ironquill, Junius Hempstead, Clinton Scollard, Reubie Carpenter, and Helona M. Richardson; while "The Editor's Evening" sparkles with its usual gems of social and poetical philosophy. Under "Book Reviews" the charming poems of Madison Cawein are set forth with merited commendation.
B. F. F.

The Open Court. A Monthly Magazine Devoted to the Science of Religion, and the Religion of Science, and the Extension of the Religious Parliament Idea. Edited by Dr. Paul Carus. T. J. McCormack, Assistant Editor, and E. C. Hegeler and Mary Carus, Associate Editors. Price, 81.00 per year in advance. Single Copies, 10 cents. Chicago and London : The Open Court Publishing Co.
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\section*{VASILIEV.}

BY GEORGE BRUCE HALATED.
LEXANDER VASILIEVITCH VASILIEV was born August 24 (old style), 1853, at Kazan. His father, orientalist already academician, was then Professor of Chinese Literature at the University of Kazan. His mother was a daughter of Simonov, Professor of Astronomy in Lobachéveki's time and his predecessor as Rector. In 1855 on the transference Df the Oriental Faculty to St. Petersburg, Vasiliev's father removed thither. In 1870 Vasiliev finished the course of the fifth St. Petersburg gymnasium as goldmedalist.

The love for mathematics, awakened in the gymnasium, where in Class VI. he studied Sturm's Differential Calculus, carried him to the mathematical department of the University of St. Petersburg, which then boasted Romov and the great Chebishev (Tchébychev).

As result of his earnest studies for 1870-73 appears the work "On the separation of roots," crowned with a gold medal. In 1874 on his taking his first degree he was invited by the University of Kazan to begin there his teaching as Privat-docent. Though he had planned to continue his studies at Berlin, he accepts this invitation to his birthplace and begins in November, 1874.

His Dissertatio pro venia legendi was entitled "On the separation of the roots of simultaneous equations." In January 1875 he begins to lecture on Functiontheory, all his scholars being older than the professor.

His thesis for the Master's examination, taken in 1878; was "On singular solutions in connection with the new views on the problem of integration of dif. ferential equations of first order."

His Master's Dissertation, accepted in May 1880, he prepared abroad, spending the year 1879 in Berlin with Weierstrass and Kronecker, and in Paris with Hermite. His subject was "On the rational functions analogous to the double-periodic." Soon after he was made Docent in the University of Kasan. He spent the next summer in Germany, and wrote "The teaching of mathematics in Berlin and Leipzig Universities."

A question which had so long interested bim was treated again in his Doctor's dissertation in 1884, "Theory of the separation of the roots of systems of simultaneous equations." Nop chosen Professor Extraordinarias, he was made Professor Ordinarius in 1887.

In 1884 Vasiliev was made president of the physico-mathematical section of the Scientific Society of Kazan University. In 1891 this section changed itself into the independent "Physico-mathematic Society." The eight volumes of Proceedings of this section from 1880 to 1890 contain a series of important articles and criticisms by Vasiliev. Since 1883 he has been the authority on all Russian works in Analysis for the "Fortschritte der Mathematik." In the geart 1880-89 Vasiliev was particularly active as member of the local assembly, the Zemstvo, in the government of. Kazan. By his influence, the number of folkschools increased in \(1883-89\) from 43 to 90 , of scholars from 1692 to 3100. Thus his district, Svijaschsk, attained a tirst rank in all Russia by passing from one scholar for 920 inhabitants to one scholar for 28 inhabitants.

Since 1891 Vasiliev has edited the "Bulletin de Ia Société Physico-Mathématique de Kasan," which now exchanges with 110 learned publications. In the brilliantly successful celebration of the hundredth birthday of Lobachevski by this society, and the foundation of the Lobachevski Prizes, more than a thousand persons from all over the world took part as subscribers.

The position now held by Vasiliev in the Russian mathematical world may be judged from his being chosen by the Academy of Sciences to report on a great work offered in competition for the Buniakovski Prize. The book received the half prize, while Vasiliev's report is to be honored by insertion in the Trans. actions of the Academy and the award of the Buniakoveki Medal.

The great International Congress of Mathematicians just born into permaneut life at its wonderfully successful first meeting, in Zurich, and next to meet at Paris, owes its inception to Vasiliev, who pushed the idea into prominence in every country. It was on his initiative that I brought the matter op in the American Mathematical Society and obtained the signatures of all the inembers present at the Brooklyn meeting to an endorsement of the idea giving specific credit to Vasiliev as originator. At the actual congress he was most active. From him, Laisant, and G. Cantur emanated the three important resolutions constituting the three conmissions of the Congress.

The many works of Vasiliev, being inaccessible because in Rusaian, will
be enumerated, but the depth of his thinking and charm of his style may be ged from his great Address on Lobachévski, which it was my good fortune to \(e\) to the world in a literal translation, not a paraphrase. This translation was eted by a tremendous outburst of enthusiasm in the mathematical world.

It must here suffice to give a few detached sentences from a mass of let1 sent me. "I am astonished to find these researches of such deep philosophimport," writes Professor Daniels of the University of Vermont. "I have d it with intense interest," says Cajori. "This life and work of Lobachevski I be a grand inspiration to mathematicians," says Zerr. "I rejoice that you, the midst of the virgin forests of Texas.' are able to do this work," says Protor Carman. "It will arouse a deeper enthusiasm for scientific achievement I widen the horizon of every reader. Surely no mathematician should miss ' gem from farthest Russia," says Dr. L. F. Dickson. "By translating this st interesting Address, you have earned for yourself a title to the thanks of mathematical world," says Dr. Paul Staeckel, since so well known in this y line. I sent this translation in 1894 to Professor Friedrich Engel of Leipto whom I afterward offered for translation into German my translation of bachevski's largest work, "New principles of Geometry with complete theory jarallels." He issued the Address in 1895, saying in his Nachucort: "Icb se die Wassiljefsche Rede nach dem Original uebersetzt, obwohl bereits eine ;lische Uebersetzung von G. B. Halsted (Austin, Texas, 1894) vorlag ; es ien mir aber fuer einen Deutschen nicht passend, eine russische Schrift nach er englishen Uebersetzung zu uebertragen. Selbstverständlich habe ich ir die Halstedsche Uebersetzung ueberall verglichen und bekenne gern, dass mir an manchen Stellen gute Dienste geleistet hat."

A French tranalation and an (incomplete) Spanish translation have since leared.

This transcendently beautiful production, linking forever the name of silier with that of lohachevaki. wins both for author and object, the love of ry reader.

A personal picture with scene at Kazan the ancient capital of the Tartars, st be reserved for a subsequent chapter: "A Visit to Vasiliev."

\section*{fW AND OLD PROOFS OF THE PYTHAGOREAN THEOREM.}

EIJ. F. TAMEET, A. M.. Mount Union College. Alliance, Ohio, and JAMES A. CALDERREAD. B. So., Curty Uaiveraity, Pitteburg. Ponnsylvania.
|Continued From October Number.|
JVIII. Fig. 29.
\(A J . M I\) is equivalent to \(2 I A C-2 l B: t E\) is equivalent to \(A\left({ }^{\prime} D E\right.\).
\(H K M L\) is equivalent to \(B K N C\) is equivalent to \(B C C^{\prime} H\).
\(\therefore A B K I\) is equivalent to \(A C D E+B C F I I\).
LIX. Fig. 24.
\(Q I K=R A B . \quad B O P=A F Q . \quad O H K P=D E A R\).
\(\therefore A B K I\) is equivalent to \(A C D E+B C F H\).
LX. Fig. 29.
\(B H K\) is equivalent to \(A F Q+D E A R\).
Then BAIK is equivalent to \(B R Q K\).
\(\therefore A B K I\) is equivalent to \(A C D E+A C F H\).
LXI. Fig. 29.
\(A B T S\) is equivalent to \(2 A B H\) is equivalent to BCFH .
\(S T K I=A L M I\) is equivalent to \(A C D E\).
\(\therefore A B K I\) is equivalent to \(A C D E+B C F H\).
LXII. Fig. 29.


Fig. 29.

Same as in LXI, except that
\(S T K X\) is equivalent to \(A B U E\) is equivalent to \(A C D E\).
LXIII. Fig. 29.
\(W B K V\), the balf of \(A B K I\), is equivalent to \(B W H+B H K+H V K\).
But \(B H K=B C A\) is equivalent to \(B W C+D X E ;\) and \(R I^{\prime} K=A X E\).
\(\therefore A B K I\) is equivalent to \(A C D E+B C F H\).
\(\therefore A B K I\) is equivalent to \(A C D E+B C F H\).
LXIV. Fig. 30.
\(M A F=N F A\). Then, \(K L I=F C D\).
\(J L N=D E M . \quad B H K=B C A\).
\(\therefore A B K I\) is equivalent to \(A C D E+B C F H\).
LXV. Fig. 30.
\(K H I=D E F\) is equivalent to \(\$ A C D E\).
HIL ALF.
\(I L A=D E F\) is equivalent to \(1 A C D E\).
\(B H K=B C A\).
\(\therefore A B K l\) is equivalent to \(A C D E+B C F H\).
IXXVI. Fig. 30.


Fig. 30.
\(\angle N O C\) is equivalent to \(\angle F D C-N F D O\) is equivalent to \(A C D E\).
For \(L F D C\) is equivalent to \(A C D E+2 F A E\), and \(2 F A E\) is equivalent to \(2 F A D\) is equivalent to NFDO.

Also, \(K L C B\) is equivalent to \(B C F H\).
\(\therefore K N O B\) is equivalent to \(A C D E+B C F H\).
But, \(A B K I\) is equivalent to \(K N O L\).
\(\therefore A B K I\) is equivalent to \(A C D E+B C F H\).
LXVII. Fig. 30.

ISPK is equivalent to \(2 I F K=2 A D B\) is equivalent to \(2 A C B+A C D E\) is valent to \(A C B+F H Q+A C D E\).
\(S A B P\) is equivalent to \(F A B Q\).
\(\therefore A B K I\) in equivalent to ACDE \(+B C F H\).
LXVIII. Fig. 3n.
\(I L R=A C D\), and \(I L F=A E D\).
Then \(1 R K=1 H A\). \(\quad B H K=-B C A\).
\(\therefore A B K I\) is equivalent to \(A C D E+B C F H\).
LXIX. Fig. 30.

LNOC is equivalent to \(2 L A C=2 F E D\) is equivalent to \(A C D E\).
KI.CB is equivalent to \(B C F I I\).
\(\therefore A B K I\) is equivalent to \(K N O B\) is equivalent to \(A C D E+B C F F\).
!To he Coutlement. 1

\title{
HON-EUCLIDEAN GEOMETRY: HABTORICAL AND EXPOIITORY.
}

\section*{}

[Conatinued Irota October Nutaher. 1

Pmopolition XXIX. Renwming Pig. 33 of the preceding proposition: I mery atraight \(A C\), which culs angle BAX, fnally at a finite or torminated dis\(B\) (oven in hypothesis of acute ongle) will neet BX certain point \(P\), if only \(A C\) be produced ever mors The parts of the pointe \(X\).

Proof. And firstly indeed (lest straight AC No space with \(A X\) ) it must meet at finite dis-- the straighte \(L K, H K, D K\) in certain points \(C\), \(f\); most meet, I say, uniess before (and that finite distnuce, just as we maintain) it meets in tome point between the point \(B\) and one of the to \(K\).

Then (from Corollary I. after XXIII.) the an. \(A C K, A N K, A M K\) will be obtuse.

Morenver those angles, always obtuse, appronch


Fig. 83. n the preceding proposition) without any certain limit, to equality with s , angle, when indeed that \(A C\) is supposed to meet \(B X\) only at an infinite dib3. Therefore such an ordinate \(K M D\) can be reacher that at it the angle \(A M K\)
exceeds a right angle by less than the angle \(D A C\). But then angle \(D A C\), or \(D A M\), together with angle \(A M D\) will be greater than a right angle. Wherefore, the obtuse angle \(A D M\) being added, the three angles together of the triangle \(A D M\) will be greater than two right angles, which is against the hypothesis of acute angle.

Therefore every straight \(A C\), which cuts that angle \(B A X\), finally at a finite or terminated distance (hypothesis of acute angle) must meet \(B X\) in a certain point \(P\). Quod etc.

Corollary I. Hence no straight \(A Z\), which toward the parts of the points \(X\) makes an acute angle greater than \(B A X\) can ever meet \(B X\), either at a finite, or at an infinite distance. For as far as so should happen, now \(\boldsymbol{A X}\) dividing angle \(B A Z\), ought (against the premised supposition) to meet \(B X\) at a finite distance, as this is demonstrated of the straight \(A C\) dividing angle \(B A X\).

Corollary II. Moreover it follows that no determinate acute angle will be the maximum of all under which a straight line produced from point \(A\) meeth \(B X\) at finite distance. For if toward the parts of the point \(X\) you assume any point higher than the point \(P\), it follows that the straight joining point \(A\) with this higher point will make with \(A B\) a greater angle than angle HAP. And so ever without any intrinsic end. Wherefore angle \(B A X\) (since indeed \(A X\) both always approaches \(t .1 B X\), and meets it only at an infinite distance) will be the outside limit of all acute angles under which straights produced from that point \(A\) meet the aforesaid \(B X\) at a finite distance.
[To be Continued.]

\title{
SOPHUS LIE'S TRANSFORMATION GROUPS.
}

A RERIES OF KIFMENTARY, EXPOBITORY ARTICLFS.

By EDGAR ODELL LOVETT, Priaceton University.
11.

The Group of One Parampter. The Infinitebimal Tranbformation. Existence of an Infinitebimal Trangformation in a Group of One Parametrb.
5. Consider the plane as a point manifoldness, \(i\). e, a space whose space element is the point. The plane will then be two-dimensional,* i. e contain \(\alpha^{2}\)

\footnotetext{
*This Idea and its bearing in the paragraph are emphasised here not to introduce any unneceasary ultra refinement but because of their use in geometrical illustrations to appear in succeeding artiche. For example, the plane is one, two, three, or four dimensional according as, a circle with axed ceater, the atralght line, a circle of general position, or parabola, be taken as apace element, aince there are \(\infty^{1}, \infty^{\mathrm{P}}, \infty^{2}, \infty^{4}\), of these elements respectively in the plane. Similarly if the straight line is cloment it has no dimension, the polnt has one dimension, the plane two dimensions, and ordianer apece four dlmensionn.
}
elements, or in other words the position of a point in the plane will be determin. ed by two parameters, the coördinates of the point.

A point-transformation of the plane into itself is an operation by which every point in the plane is conveyed into the position of some point in the same plane. In order to represent this operation analytically, let us take as the coördinate system of reference an ordinary rectangular Cartesian system, \(x, y\); then the point transformation is expressed by two equations of the form
\[
\begin{equation*}
x_{1}=\phi(x, y), \quad y_{1}=\phi(x, y), \tag{1}
\end{equation*}
\]
where \((x, y)\) is the original point and \(\left(x_{1}, y_{1}\right)\) the transformed point. It is further assumed that the transformation is of such a nature that every point ( \(x_{1}, y_{1}\) ) of the plane may be regarded as having originated from some point in the plane by effecting the transformation. This geometrical assumptions finds its analytical condition in the demand that the two functions \(\varphi(x, y)\) and \(\psi(x, y)\) be independent functions and thus the preceding equations are soluble theoretically with regard to \(x\) and \(y\). For, suppose that \(\varphi\) and \(\psi\) were not independent, and for example let
\[
\varphi=n \alpha(x, y), \quad \nmid=\operatorname{ma}(x, y) ;
\]
then eliminating \(\alpha(x, y)\) from the equations of the transformation
\[
x_{1}=n \alpha(x, y), \quad y_{1}=m \alpha(x, y)
\]
we find that the points \((x, y)\) of the plane are transformed into the points \(\left(x_{1}, y_{1}\right)\) of the straight line
\[
y_{1}={ }_{n}^{m} x_{1},
\]
and hence point of general position no longer is conveyed into point of general position by the transformation.

If the equations (1) be solved with regard to the variables \(x, y\), there result two equations of the form
\[
\begin{equation*}
x=\bar{\psi}\left(x_{1}, y_{1}\right), y=\bar{\psi}\left(x_{1}, y\right) \tag{2}
\end{equation*}
\]
which represent a transformation that carries the point \(\left(x_{1}, y_{1}\right)\) back into the position ( \(x, y\) ) ; this transformation (2) is called the inverse of the transformation (1). If the transformation (1) be followed by the transformation (2), that is, if the two transformations be carried out successively, we have the two equations
\[
x_{1}=x, \quad y_{1}=y .
\]

These equations are very particular cases of equations (1) and hence should represent a transformation. The transformation which they represent obviously transforms a point into itself, or in other words, it leaves all points at rest, for this reason it is called the identical transformation.
6. If the equations of a transformation
\[
\begin{equation*}
x_{1}=\varphi(x, y, a), \quad y_{1}=\psi(x, y, a) \tag{3}
\end{equation*}
\]
contain an arbitrary constant \(a\), these equations no longer represent a single transformation but a family of \(\infty^{1}\) transformations, since the arbitrary parameter a may assume all values from \(-\infty\) to \(+\infty\). Let us make the hypothesis that the equations (3) represent such a family of transformations that the succes sive application of any two transformations of the family is equivalent to a tranefor. nution belonging to the same family; in this case the family (3) is called a group; since the group contains one parameter \(a\) and hence \(\infty^{1}\) transformationa, the group is called a one parameter group, or a group of one parameter, or symbolically a \(G_{1}\). Further, since the parameter varies continuously the group is seid to be a continuous group. As the group contains a finite number of parameters, in this case but one, namely \(a\), it is a finite continuous group. The sentence above in italics expresses the group property of the family. A footnote in the preceding articlecalls attention to the fact that the group property is pecoliar to certain classes of families and not common to all of them.

The analytical criterion for a one-parameter group as just defined reveals itself in the following manner. The transformation
\[
\begin{equation*}
T_{1} \quad x_{1}=\varphi(x, y, a) . \quad y_{1}=\psi(x, y, a), \tag{4}
\end{equation*}
\]
changes the point \((x, y)\) into the point \(\left(x_{1}, y_{1}\right)\); let \(T_{1}\) be followed by the transformation \(T_{z}\) which corresponds to the value \(a_{1}\) of the parameter and changes the point ( \(x_{1}, y_{1}\) ) into the point ( \(x_{2}, y_{z}\) ), given by the equations
\[
\begin{equation*}
T_{z} \quad x_{2}=\varphi\left(x_{1}, y_{1}, a_{1}\right), \quad y_{z}=\psi\left(x_{1}, y_{1}, a_{1}\right) . \tag{5}
\end{equation*}
\]

The transformation, \(T_{3}\), say, which will carry the point \((x, y)\) directly into the position ( \(x_{2}, y_{z}\) ) is found by eliminating \(\left(x_{1}, y_{1}\right)\) from the equations (4) and (5). The elimination yields
\[
T_{3} \equiv T_{1} T_{2}\left\{\begin{array}{l}
x_{2}=\varphi\left\{\psi(x, y, a), \psi(x, y, a), a_{1}\right\}  \tag{6}\\
y_{2}=-\psi\left\{\psi(x, y, a), \psi(x, y, a), a_{1}\right\} .
\end{array}\right.
\]

If this transformation is to belong to the original family it must be capable of expression in the form
\[
x_{z}=\psi(x, y, \lambda), \quad y_{z}=\psi(x, y, \lambda)
\]
where \(\lambda\) is a certain function of \(a\) and \(a_{1}\) alone.
Hence the criterion sought is that the two equations
\[
\varphi\left\{\psi(x, y, a), \psi(x, y, a), a_{1}\right\} \equiv \varphi\left\{\left\{x, y, \lambda\left(a, a_{1}\right)\right\},\right.
\]
\[
\notin\left\{\varphi(x, y, a), \notin(x, y, a), a_{1}\right\} \equiv \psi\left\{x, y, \lambda\left(a, a_{1}\right)\right\}
\]
must exist identically for all values of \(x, y, a\), and \(a_{1}\).
7. In the sequel we shall study only those continuous groups* which contain the inverse transformation of every transformation of the group. i. e. to atranformation corresponding to the parameter \(a\),
\[
T_{1} \quad x_{1}=\phi(x, y, a), \quad y_{1}=\phi(x, y, a),
\]
there corresponds a transformation of the family whose parameter is \(\bar{a}\) say,
\[
T_{z} \quad x_{z}=\varphi\left(x_{1}, y_{1}, \bar{a}\right), \quad y_{z}=\psi\left(x_{1}, y_{1}, \bar{a}\right),
\]
such that \(T_{2}\) cancels \(T_{1}\) and gives
\[
x_{2}=x, \quad y_{z}=y,
\]
the identical transformation.
Accordingly, if the transformations of a group are inverse in pairs the group contains the identical transformation. Let \(a_{0}\) be the value of the parameter which gives the identical transformation, then
\[
\varphi\left(x, y, a_{0}\right) \equiv x, \quad \psi^{\prime}\left(x, y, a_{0}\right) \equiv y .
\]

A transformation of the family whose parameter is \(a_{0}+\delta a\), where \(\delta a\) is an indefinitely small quantity will move the point \((x, y)\) through only an infinitesimal distance, such a transformation is called an infinitesimal transformation, where by an infinitesimal transformation of the group is meant a transformation whose parameter differs by an infinitesimal from that value of the parameter which gives the identical transformation.
8. There is a most intimate connection between the notions infinitesimal tranaformation and one parameter group. It is proposed to derive now three fundamental theorems of Lie which establish this relationship. The first proves that every one parameter group contains an infinitesimal transformation, the second that every infinitesimal transformution generates a one parameter group, and the third that a one parameter group contains but one infinitesimal transformation.

The three theorems show that an infinitesimal transformation may be taken as the representative of a one parameter group.

That a group of one parameter contains an infinitesimal transformation may be seen geometrically in the following manner :

Let a transformation of the group which corresponds to the parameter \(a\) and which is designated for convenience by ( \(\alpha\) ) carry the point \(p(r, y)\) to the position \(p_{1},\left(x_{1}, y_{1}\right)\). By assumption the inverse of \((\alpha)\) is contained in the group. Let the parameter of this inverse transformation be \(\overline{\mathrm{a}} ;\); is a certain

\footnotetext{
The reader must be reminded that this limitation is really not a reatriction. Lir has proved in volume III of the Theory of Transformation Groups, Theorem 28, that the dofining equations of any conthenous group can be deriver from those of a gronp whone trannformationa are inverse in pairs.
}
function of \(\alpha\). The transformation ( \({ }^{( }\)) changes all pointe \(p_{1}\) into the pointa \(p\) again reapectively. A tranaformation whose parameter differs infinitetimally from - , eny \(\bar{a}+\delta a\), will carry the point \(p\), not beck to \(p\), bat to a position at en infinitesimal distance from \(p\), say \(g^{\prime}\). The succescive performance of ( \(\alpha\) ) and ( \(a+\delta a\) ) will carry \(p\) to \(p_{1}\) and then to \(p^{\prime}\); bnt ( \(\alpha\) ) and ( \(i+\delta \alpha\) ) belong to the group, hence the third trandformation to which they are equivalent belonge to the group; that is, the trandforma. tion which carries \(p\) to \(p^{\prime}\), a point infinitecimally near, belongs to the group, or in other worda the group contains an infinitetimal transformation.

This geometric procens may now be clothed in analytic garb. The firt tranformation (a) is given by the equations
\[
\begin{equation*}
x_{1}=\varphi(x, y, a), \quad y_{7}=\phi(x, y, a) ; \tag{7}
\end{equation*}
\]
the eecond transformation \((\overline{-}+\delta \alpha)\) by
\[
\begin{equation*}
x^{\prime}=\phi\left(x_{1}, y_{1}, \bar{a}+\delta a\right), \quad y^{\prime}=+\left(x_{1}, y_{1}, \bar{a}+\delta a\right) \tag{8}
\end{equation*}
\]

The elimination of \(x_{1}, y_{1}\) from these equations gives the transformation Which carrien \(p\) to \(p^{\prime}\), namely
\(x^{\prime}=\dot{\Phi}\{\varphi(x, y, \alpha), \notin(x, y, \alpha), \bar{z}+\delta \alpha\}, y^{\prime}=\dagger\{\phi(x, y, \alpha), \phi(x, y, \alpha), \bar{z}+\delta \alpha\}\).
Developing* these values in powers of \(\delta a\) we have

\(\left.y^{\prime}=\phi\{\phi(x, y, \alpha), \phi(x, y, \alpha), \vec{a}\}+\frac{\partial \psi\{\phi(x, y, \alpha), \phi(x, y, \alpha)}{\partial \vec{a}}, \underline{z}\right\} \frac{\delta \alpha}{1}+\ldots\)
Now since the transformetions ( \(a\) ) and ( \({ }^{( }\)) are inverse
\[
\varphi\{\varphi(x, y, \alpha), \psi(x, y, \alpha),-\vec{a}\}=x, \quad \psi\{\varphi(x, y, \alpha), \psi(x, y, a), \bar{a}\}=y ;
\]
hence the equations of the transformation which changes \(p\) into \(\rho^{*}\) are
\[
\begin{align*}
& y^{\prime}=x+-\partial \varphi(\phi(x, y, a), \phi(x, y, \alpha) \bar{z}\} \\
& \frac{\delta a}{1}+\ldots,  \tag{11}\\
& y^{\prime}=y+\partial \dot{\partial}\{\phi(x, y, a), \phi(x, y, a), \bar{z}\} \quad \delta a \\
& \frac{d}{\partial z}+\ldots,
\end{align*}
\]
and in this form they represent an infinitesimal transformation aince the vilues
 and honce expensible by Thyior"a Thenren.
of \(x^{\prime}\) and \(y^{\prime}\) differ from \(x\) and \(y\) respectively by infinitely small quantities. It is easy to see that the coefficients of \(\delta \alpha\) do not vanish, for if we put for \(\Phi(x, y, \alpha)\) and \(\psi(x, y, \alpha)\) their equals \(x_{1}\) and \(y_{1}\) respectively, these coefficients equated to sero are
\[
\frac{\partial \varphi\left(x_{1}, y_{1}, \bar{a}\right)}{\partial \bar{z}} \equiv 0, \quad \partial \psi \cdot\left(x_{1}, y_{1}, \bar{a}\right) \equiv 0 .
\]

But these last identities assert that \(\varphi\) and \(\psi\) are free from - , that is, in general the equations of the groin contain no parameter which is contrary to hypothesis.

The quantity - is a function of \(a\), since to a transformation ( \(\bar{a}\) ) there corresponds, by hypothesis, a completely determinate inverse transformation ( \(\overline{\text { a }}\) ). The equations (1) of the infinitesimal transformation may be written in the form
\[
x^{\prime}=-x+\xi(x, y, \alpha) \delta \alpha+\ldots ., y^{\prime}=y+\eta(x, y, \alpha) \delta \alpha+\ldots .
\]

Lie thus arrives at the following theurem :
I. Every one parameter group whose transformations are inverse in pairs contains at least one infinitesimal transformation.

Princelon I'nireraity, \(\$ 2\) October, 1897.
[Tn be Continued.l

\section*{ARITHMETIC.}

Condected by B. F. FIMEBL, Springicld, Mo. All contefbations to this dopartmont should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
83. Proposed by the lato REV. G. W. Batss. A. M., Pestor of M. E. Chareh, Dresden Oity, Ohio.

A has three notes; the first and second, \(\$ 1000\) each, and the third \(\$ 457\); all dated April 1, 1884. The first is due April 1, 1888, second, April 1, 1889, and the third, April 1, 1890, and each bearing interest at \(6 \%\). What must B pay for the three notes September : 21,1886 , that the inventment will bring him \(8 \%\) compound interest ?

Solution by G. B. M. ZERE, A. M., Ph. D., Preaident of Rascell Colloga, Lobazon, Mo.
(I). Regarding the notes as bearing simple interest. We get \(\$ 1000 \times 1.24=\$ 1240\), amount of first note.
\(\$ 1000 \times 1.30=\$ 1300\), amount of second note.
\(\$ 457 \times 1.36=\$ 621.52\), amount of third note.

\footnotetext{
- Pheee equations contain a constant a which can be arbitrarily ohowen, hence we can ind an infinitcadmal tranaformation of the group in many different ways. But the sequel will show that all these, exexpelng a conntant factor, are identical in their terms of the arst order of inaniteaimain.
}

From September 21, 1886, to April 1, 1888, is \(1 \frac{1}{8}\) years.
From September 21, 1886, to April 1, 1889, is \(2 \frac{1}{\frac{1}{6}}\) years.
From September 21, 1886, to April 1, 1890, is \(3 \frac{1}{8} \frac{9}{8}\) years.
Let \(x=\) amount paid for first note ; \(y\), for second ; \(z\), for third.
\(\therefore x(1.08)^{138}=1240\), or \(\log x=\log 1240-1 \frac{1}{9} \frac{1}{6} \log 1.08\).
\(\therefore x=\$ 1102.448\).
\(y(1.08)^{2 / 8}=1300\), or \(\log y=\log 1300-2 \frac{1}{8} \frac{1}{8} \log 1.08\).
\(\therefore y=\$ 1070.176\).
\(\log z=\log 621.52-3 \frac{1}{8}{ }_{8} \log 1.08\).
\(\therefore z=8473.743\).
\(x+y+z=\$ 2646.367=\) whole amount to be paid for the notes.
(II). If the notes bear compound interest we get, \(\$ 1000 \times(1.06)!=\$ 1262.477\), amount of first note.
\(\$ 1000 \times(1.06)^{5}=\$ 1338.226\), amount of second note.
\(\$ 457 \times(1.06)^{6}=\$ 648.263\), amount of third note.
\(\therefore \log x=\log 1262.477-1 \frac{1}{8} 8 \log 1.08\).
\(\therefore x=\$ 1122.43\).
\(\log y=\log 1338.226-21{ }^{2}{ }^{2} \log 1.08\).
\(\therefore y=1101.646\).
\(\log z=\log 648.263-3 \frac{1}{8} \log 1,08\).
\(\therefore z=\$ 494.127\).
\(x+y+z=\$ 2718.20=\) whole amount paid for the three notes.

\section*{GEOMETRY.}

Conducted by B. F. FIMEEL, Springfield. Mo. All contributions to this dopartment should be soat to him.

\section*{SOLUTIONS OF PROBLEMS.}
78. Proposed by J. A. MOORE, Ph. D., Professor of Mathematics, Milleaps College. Jackson, Mire.

Required the number of normals that can be drawn from ang point ( \(a, b\) ) to the parnlvoln \(!^{2}=\boldsymbol{- 2}\) ju...
I. Solution by the PROPOSER.

The equation of the normal to the parabola in terms of its slope, (s), is
\[
\begin{equation*}
!=8 . r-\frac{1}{2}(s p)\left(2+8^{2}\right) \tag{1}
\end{equation*}
\]

Substituting \(a, b\) for \(r, y\) in (1). and putting the equation in a new form, we have.
\[
\begin{equation*}
\kappa^{x}+\frac{1}{2} p(p-a) s+(2 b / p)=(1 . \tag{2}
\end{equation*}
\]

Denoting Sturm's functiona by \(F_{1} F_{1}, F_{3}\), eto., we have the following:
\(F=s^{2}+(2 / p)(p-a) s+(2 b / p)\).
\(F_{1}=3 s^{2}+(2 / p)(p-a)\).
\(F_{z}=-2(p-a) z-3 b\).
\(F_{n}=-b^{2}-(8 / 2 i p)(p-a)^{3}\).
Consider tive cases.
(1). Suppose \(p-a<0\), and \((8 / 27 p)(p-a)^{4}\) nomerically greater than \(b^{*}\).

8tarm's Theorem gives
\[
\begin{array}{rcccc} 
& F & F_{1} & F_{2} & \boldsymbol{F}_{3} \\
\text { For }-+\infty, & + & + & + & + \\
\rightarrow-\infty, & - & + & - & +
\end{array}
\]

Hence the roote are real and unegual.
(2). Suppose \(p-a<0\), and \((8 / 27 p)(p-a)^{3}\) numerically less than \(b^{*}\).

Then
\[
\begin{array}{ccccc} 
& F & r_{7} & r_{3} & r_{3}^{\prime} \\
-+\infty & + & + & + & - \\
x-\infty, & - & + & - & -
\end{array}
\]

Hence, there is one real rook.
(3). Suppose \(p-a>1\). Then
\begin{tabular}{|c|c|c|c|c|}
\hline & \(F\) & \(H_{1}\) & \(F_{7}\) & * \\
\hline \(\cdots+x\). & + & \(+\) & - & - \\
\hline  & - & + & + & \\
\hline
\end{tabular}

Hence, one real root.
(4). Suррояа - \(b^{2}-(8 \cdot 2 i p)(p-n)^{3} 0\).

Then there are equal roots, as in this case \(F^{\prime}\) and \(F_{\text {, }}\) have a common diviand all the ronts are real.
(5). Suppose \(-b^{2}-(8 \times 2 i p)(p-a)^{8}=0\), and \(p=a\).

Then \(b=0\). and all the ronts are equal, each being 0 .
Hence if \(M O N\) is the given parabola and BAC its evolute, that is, the i cubient parabola whose eģuation is
\[
b^{x}-\frac{8}{27 p}(n-p)^{x}
\]

Then. (1), if the point ( \(a, b\) ) is within (to the 1) of the evolute, three normale can be drawn to parabola ; (2), if the point ( \(a, b\) ) is on the evolute, not at \(d\), two normals can be drawn ; (8), if the \(t(a, b)\) is \(A\), or is without (to the left) of the evo-
 one normal can be drawn to the parabola.
 alts, Athens, Otho, mod OTTO CLACTIOI, Fower, Ind.

If \(m\) be the tangent of the angle which the normal makes with \(t\) of \(x\), the normal is given by

This paasing through ( \(a, b\) ) gives
\[
b=a m-p m-\left(\frac{1 p}{}\right) m^{2}
\]
a cubic in \(m\), showing that the required number is three.


To conatruct a quadrijateral of given area, the diagonals, one of which is giv ting each other in given ratios and at a given angle.
 the FiOPOSE.

Let \(A C\) be a rectangle equivalent to the given area and having a 1 equal to one-half of the given diagonal. Produce \(A B\) to \(E\), so that \(B E=\) \(A\) construct \(\angle E A F\) equal to the angle to be made by the diagonala, and meet \(D C\) produced in \(F\). Divide \(A F\) in \(G\) in the ratio of division of one diagon. al, and \(A E\) in \(H\), in the ratio of the given diagonal. On an indefiuste line drawn through \(G\) parallel to \(A B\) lay off \(G K, C L\), equal to \(A H, H E\), respectively, and \(F K, F L, A K, A L ; A K F L\) is the required quadrolateral.
\(\operatorname{Soin} E F . \quad \triangle F A E==A C\). It is also equivalent to \(A K F L\); for each is equivalent to me-half the paralis formed by drawing parallela through the extremities of the diagonals A) Hence \(A K F L==A C\); it has alao a diagonal \(K I\). AE \(2 A B\); its diagon are divided in the given ration, and make an angle \(F(G L, \cdots \angle E A F\) th angle. Hence, ete.



Let \(A B\) be the given diagonal, \(C O B\) the given angle, \(\triangle\) the give \(n\) : \(n\) the given ratio for the known dingonal, \(p: q\) the given ration fur 1 known diagonal.

\footnotetext{
Prom the well known theorem: Any quadrangle in equlrabent tu one-hatt the parallelogt

6. Two quadrangles are equivalent if their diggonila ore rappeotreby equal and inteten mane magle. (Triangle a apecial cate.)
 angle.
}

Let \(x=\) unknown diagonal, \(\beta=\angle C O B, h=-1\) litade of triangle above \(A B_{\text {, }}\) \(=\) the altitude of the triangle below \(A B, n=\) given diagonal.
\[
\begin{equation*}
s=2 \Delta / a \sin \beta \tag{1}
\end{equation*}
\]

Divide \(A B\) at \(O\) in ratio \(m: n\) and draw the indefinite line \(K L\) making an ;e \(\beta\) with \(A B\).

Jet \(C O \cong p, D O=q, O K=y, O L=z\).
\[
\begin{aligned}
\therefore y & =x p /(p+q)-2 p \Delta /\{a(p+q) \sin \beta\} \\
z & =x q /(p+q)=2 q \Delta /\{a(p+q) \sin \beta\} \\
\therefore h & =2 p \Delta /\{n(p+q)\} \\
& \quad h_{3}=2 q \Delta /\{n(p+q)\} .
\end{aligned}
\]

Draw OG, OH perpendicular to \(A B\) and \(\}, h_{1}\); draw \(G K, L H\) parallel to \(A B\), cutting
 , in \(K\) and \(L\). \(\therefore A K B L\) is the quadrilateral.

\section*{}

Let \(a\), and \(b\), equal the segments of the given diagonals.
lat \(x+y\), and \(s-y\), equal the segments of the other diagonais.
let \(r=-\) the given ratio of the later dingonal, and \(\theta\) the angle. Then


(2) and (1) \(x=\frac{6}{(a+b) \sin H}-r+1\)

Now having all the segments of the two diagonals with the given angle besen them, the conatruction of the required gnadriateral is very simple.

\section*{MECHANICS.}


\section*{gOLUTIONS OF PROBLEM8.}

\section*{}

A choin 16 teet long is lung over a smooth pin with one end 2 fpet lugher than ilve
 right'a Morkamien, jpign 02.]
 sity, Atheas, Ohio.

Let 16 feet \(=2 a, y\) feet \(=b\), and \(x=\) the length of the longer part of chain at any time \(t\) from the beginning of motion. Then, if \(m\) be the mass of a unit of length of the chain, \(g=32\), the equation of motion is
\[
\begin{equation*}
\frac{d}{d t}\left(2 m a_{-}^{d t}\right)=2 m y(x-a) \tag{1}
\end{equation*}
\]

Multiplying both members by \(\frac{d(x-a)}{d t}\) and integrating,
\[
\begin{equation*}
a\left(\frac{d(x-a)}{d t}\right)^{2}=g(x-a)^{2}+C \tag{2}
\end{equation*}
\]

When \(x=b, \frac{d(x-a)}{d t}=0\), and \(C=-g(b-a)^{2}\);
\(\therefore(2)\) is \(a \cdot \frac{d(x-a)}{d t^{-}}=!\downarrow(x-a)^{2}-(b-a)^{2}\)
\[
\begin{equation*}
\text { or } d t=\sqrt{\frac{n}{g}} \frac{d(x-n)}{1(x-n)^{2}-(b-a)^{2}} \tag{4}
\end{equation*}
\]

Integrating, \(t=\sqrt{\frac{a}{g}} \cdot \log \left(x-a\left(+v^{\prime} \overline{(x-a)^{2}}=\left(\overline{b-a)^{2}}\right)+C^{\prime}\right.\right.\)
When \(x=b, t=0 ; \quad \therefore C^{\prime}=\int \frac{a}{g} \log (b-a)\), and (5) then becomes
\[
\begin{equation*}
t=\int_{!}^{a} \log \left\{\frac{x-a+\sqrt{(x-a)^{2}-(b-a)^{2}}}{b-a}\right\} \tag{6}
\end{equation*}
\]

Introducing numbers, \(t=1.38\) secondn.
II. 8olution by ALFRED HUME, C. E., D. Sc.. Professor of Mathematios. Uaiveraity of Missisaippi. Univer sity, Mise., and HERRY HEATOM, M. So., Atlantic, Iowa.

Let s denote the distance through which the lower end of the string descends in \(t\) seconds.

Then, since the acceleration equals the moving force divided by the mass moved,
\[
\begin{aligned}
& d: s \\
& d t:=\frac{2+2 \pi}{16}!!.
\end{aligned}
\]

Integrating. \(\left(\frac{d s}{d t}\right)^{2}-1!\left(s^{2}+2 a\right)\), no constant being added since when
\(=0, \frac{d s}{d t}=0\). From the last equation \(\frac{d s}{1^{\prime} 8^{2}+2 g}=\frac{12 g}{4} d t\) which, by integraion, gives \(\log _{0}\left(8+1+\overline{28+s^{2}}\right)-\frac{1 / 2 g}{4}\) t, the constant again being zero, since then \(t=0,8=0\), and \(\log 1=0\).

Taking this between the limits \(\overline{7}\) and \(0, t=\overline{7}\), approximately.
Alm nolved by G. B. M. ZERR, C. W. M. BLACR, J. BCHEFPER, and the PROPOBER.
63. Propesed by J. C. MAGLE, M. A., C. E., Profeasor of Civil Enginearing, Agrienttaral and Mechanical dollege of Tazas.

Find the locis of the center of gravity of an arc of constant length for a parabola.

\section*{Solation by G. B. M. ZERR. A. M., Ph. D., Prosidont of Rascoll College, Lebanon, Va.}

Let \(u, v\) be the coördinates of the center of gravity, \(y^{2}=-=4 a r\), be the equaion to the parabola for any point on the curve.
\[
\begin{aligned}
& \therefore s u=\int_{0}^{r} x d s=\downarrow(a+2 x) \sqrt{a x+x^{2}}-\frac{a^{2}}{8} \log \left(\frac{a+2 x+21}{a} a x+x^{2}\right) \\
& =t(a+2 x){1^{\prime}}^{\prime} \overline{a x+x^{2}}-\frac{a^{2}}{4} \log \left(\frac{1^{\prime} x+1^{\prime} \overline{a+x}}{v^{\prime} a}\right) \\
& n^{a^{2}} \log \left(\frac{1 x+1 a+x}{1 a}\right)=\frac{a}{4}\left(a-1 \cdot \overline{a x+x^{2}}\right) .
\end{aligned}
\]
\[
\begin{align*}
& x v=\int_{a}^{x} y d x-\frac{1}{3} \quad n(n+x)^{3}-\frac{1}{3} n^{2} \tag{1}
\end{align*}
\]
\(a\) and \(x\) are both variable in (1) and (2). It does not appear easy to elimnate \(a\) and \(x\) and thus obtain an equation in \(u, v\).

\section*{DIOPHANTINE ANALYSIS.}

Conducted by J. M. COLAW, Monterey, Va. All contributions to this department should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
63. Propesed by A. H. BELL, Hillsboro, Illinois.

Given \(\left.x^{9}-114\right\} y^{2}=\mp 3\) to find the least values of \(x\) and \(y\) in integers.

\section*{1. Solution by the PROPOsRR.}

It can be demonstrated that \(D\), in \(x^{2}-A y= \pm D\), can be any denominator of the complete quotients from the \(V / A\), and that \(x\) and \(y\) are the numerator and denominator of the convergent preceding the term in which \(D\) is taken. Now the complete quotients for the \(\boldsymbol{V} 114\}\) are
\[
\frac{0+1-114 t}{1} ; \quad \frac{101+v^{\prime} 114 t}{4} ; \quad \frac{91+v 114 t}{6} ; \quad \frac{8 t+v 114 t}{7} ; \text { etc. }
\]

No. term......1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, etc., reversing.
\(\therefore V 114\}=\frac{f}{-10}-1,5,3,2,1,2,1,6,2,1,1,10,10\), etc., reversing. Complete denom'rs \(=1: 4,6,7,12,6,14,3,8,9,12,2,2\), etc., reversing.

Hence \(x\) and \(y\) are found in the 6th convergent and also the 15 th convergent, and \(x\) and \(y=2095\) and 196, and also from the 15th term \(x=42,807,834\), and \(y=3,958,154\). [Also see problem 38.]

\section*{II. 8olation by JOsINA H. DRUMMOMD, LL. D., Portiand Maine.}

I have not solved this problem as stated, but as I have solved it in this form \(x^{2}-114 \nmid y^{2} \pm 3=0 \ldots \ldots\) (1), and as that is a pretty question, I send my solution.

Multiplying by 4 , it becomes \(4 x^{2}-457 y^{2} \pm 12=0=82 y\left(2 x-m w^{2}=4 x^{2}\right.\) \(-4 m x+m^{2}\) ), from which we find
\[
x=\frac{457 y^{2}+m^{2} \pm 12}{4 m}
\]
( \(n \pm 12\) )/4 \(m\) evidently becomes integral when \(n=0\); and we have
\[
x=\frac{457 y^{2}}{24}+2, \text { or } \frac{457 y^{2}}{24}+1 .
\]
\(457 y^{2} / 24\) becomes integral when \(y=12 n\), and \(x=2 i 42 n+2\). or \(=2 i 43 n+1\), according as the + or - sign before 3 is taken.

If \(n=1, y=12\), and \(x=2744\) or 2743 ; in the former, 3 is negative, and in the latter, positive, in order to make the expression a square.
64. Proposed by JOSIAR E. DRUMMOID, LL. D., Portland, Maine.

In the expression \(2 x^{2}--2 a x+b^{2}\), find two series of values for \(x\) in integral terms of \(/ 1\) and \(b\).
1. Solution by the PROPOSER.
\(2 x^{2}-2 a x+b^{\text {: }}\) is evidently a square when \(x=a\). Take \(x=y+a\), and substituting, we have \(2 y^{2}+2 a y+b^{2}=0=(\) say \()(m y-b)^{2}\).

Reducing, \(y=2(a+b m) /\left(m^{2}-2\right)\). Taking \(m=2 / 1,10 / 7,58 / 41\), etc., we have one integral series of the value of \(y\), viz : \(a+2 b, 49 a+10 b\), etc. Taking \(m=3 / 2,17 / 12,49 / 70\), etc., we have anther integral series of the value of \(y\), vis:
\(8 a+12 b, 288 a+408 b\), etc. By adding \(a\) to each term of each series we have tivo series of the value of \(x\). These series hold good when either \(a\) or \(b\) is zero; but if both are zero, \(x=0\).

It will be noticed that this solution applies the teruns of the question to the expression \(2 x^{8}+2 a x+b=a\), the value of \(x\) in the later being a less than in the former.
II. Solution by G. B. M. 2ERR, A. M., Ph. D., Prouident and Professor of Mathematias in Ruseoll Colloge, Lobasom, Va.
\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{5}{|l|}{\(2 x^{2}-2 a r+b^{2}=0 . \quad \therefore r-1\left(n \pm 1, \overline{n^{2}-2 b^{2}}\right)\)} \\
\hline \multicolumn{5}{|l|}{Let \(a=p^{2}+2 q^{2}, b=2 p q\). Then \(x=p^{2}\)} \\
\hline \(\therefore p\) & I & \(\boldsymbol{a}\) & 1 & \(\boldsymbol{r}\), \\
\hline 2 & 1 & 6 & 4 & \\
\hline 3 & 2 & 17 & 12 & \\
\hline 4 & 8 & :34 & 24 & \\
\hline 1 & 2 & 9 & 4 & 1 \\
\hline ete. & etr. & pte. & ete. & atc. \\
\hline
\end{tabular}

\section*{AVERAGE AND PROBABILITY.}

Condncted by B. F. PIITESh, 8priagheld, Mo. All contributions to this dopartmeat should be sent to him.

\section*{SOLUTIONS OF PROBLEMS.}
54. Proposed by hismer heator, M. 8e., Atlantic, Iowa.

A man is at the center of a circle whose diameter is equal to three of his steps. If each step is taken in \(n\) perfectly random direction, what is the probability, (1), that he will ntep outside the circle at the mecond step, and, (2), that he will step outside at the third step ?

\section*{1. Solution by the PROP08ER.}

Let \(O\) be the center of the circle, \(A\), the end of the first step, and \(I B\), the and of the second, and \(C\), the end of the third.

Let \(\angle O A B=A, \angle O B C=\phi, O B=x\); and \(O C=y\).
Then if the length of the step be taken as the unit of measure, \(x=2 \sin \frac{1}{2} H\), and \(y=\left(x^{2}+1-2 x \cos \phi\right)^{4}=\left(4 \sin ^{2} \frac{1}{2} 6+1-4 \sin \frac{1}{2} \theta \cos \phi\right)^{\frac{1}{2}}\).

If \(x=\frac{3}{2}, B\) falls upon the circumference of the circle, and \(H=2 \sin ^{-1}\). If \(\theta\) be \(>2 \sin ^{-1} \boldsymbol{y}_{4}\), and \(<\pi\), the second step falls outside the circle. The probability of this is \(P_{1}=\left(\pi-2 \sin ^{-1}\right) / \pi\).

If \(\theta\) be \(<2 \sin ^{-1}\), and \(y=\frac{3}{2}, C\) falls upon the circumference of the circle, and \(4 \sin ^{2} \frac{1}{2} \theta+1-4 \sin \frac{1}{\theta} \cos \phi==\frac{1}{4}\) or \(\phi_{1}=\cos ^{-1}\left(\sin \frac{1}{\theta}-5 / 16 \sin \frac{1}{2} \theta\right)\). Hence if \(\phi\) be \(>\phi_{1}\) the third step falls outside the circle. The chance that \(\phi\) will be \(>\phi_{1}\) and \(<\pi\) is \(\left(\pi-\phi_{1}\right) \pi\). The chance that \(\theta\) has any particular value is \(d \theta / \pi\). Hence the probability that the third step falls ontside the circle is
\[
P_{2}=\frac{1}{\pi^{*}} \cdot \int_{0}^{n_{2} \operatorname{kin} \cdot 1}\left(\pi-\phi_{1}\right) d H .
\]

This is not integrable in general terms but jis value may be readily spproximated by methods of mechanical quadrature.



Let \(A O=a\), then \(C O=3 a\).
(1). Let his firgt step place him at the point \(A\), then in order that he may step outside on the second step he must step somewhere on the arc \(C D B\).

Let \(A E=\ell, E C-u, \angle D A C=\beta, P=\) chance in (1), \(p=\) chance in (2).

Now \(u^{2}=a^{2}-t^{2}=\left\{a^{2}-(a+t)^{2}, \therefore t=\boldsymbol{r} a\right.\).
\(\therefore \cos \beta=1\).
\(\therefore P=f / \pi=\cos ^{-1} \downarrow / \pi=.460106\).
(2). Let chord \(O M=9 n\), then in order that he may step out the third step he muist step somewhere on the are CM or its equal on the opposite side
\[
\begin{aligned}
\angle C A M & =\delta-\pi-(\beta+O A M) \\
& =\cos \left(\frac{s_{1} \sqrt{1(1)}-7}{64}\right) .
\end{aligned}
\]

\(r_{1}\)-chance he steps on this arc-- \(\delta / \pi=-.379034\).
If his second step places him on arc \(C M\) then his third step must place him on the are \(G K H\). The \(\angle K F H\) may vary from 0 to \(\cos ^{-1}\left(-\frac{1}{1}\right)\).
\(\therefore p_{1}=\) chance that he steps on arc fiKH \(^{2}-\frac{\cos ^{-1}\left(-\frac{1}{2}\right)}{2 \pi}\).
\(\therefore p_{1}-.304046\).
Now \(p-p_{1} \times p_{1}-\delta / \pi \times{ }^{\cos ^{-1}(-1)}-2 \pi \quad-.115259\).
sulved with a aiferent rexalt hy CFAB. C. CROSS.
 Sobution Fe.

It has heen clear for 15 conmecutive days, what is the chance of the 18th day bring cloudy?

Solutios by tha Proposir.
Let \(p\)--chance, \(p,-\)-chance that 16 th day is clear.


\section*{MISCELLANEOUS.}

Condmeted by J. M. COMAW, Montaroy, Va. All contribetions to this dopartimant should be sent to him.

\section*{SOLUTIONS OF PROBLEMS.}

\author{
4. Propoed by J. somistizR, 4. M., Eagerstown, Md.
}

Give a general prool that the centre of gravity, or centroid, determines that point om which the sum of the distances to all other points of a given area is the minimum.

This problem is almost the same as No. 30, Miscellaneous, solutions of mich were published on pages 334-5 of Vol. II, and on pages 86-88 of Vol. III. 10 further solutions have been received. If any of our contributors will attempt Dher colutions, they will be given in a future number. Editor.

\section*{0. Propeed by JOEI EATHET EKLWOOD, A. M, Principal of the Coltax Sobool, Pittsburs, Pa.}

Deacribe and compute the actual path traversed by the moon in July and August, We, taking into account the motion of the earth around the sun.

No solution of this problem has been received. Dr. 8. Hart Wright revarke that " \(a\) solution is not possible, as the actual path of the moon in space is squired, while the moon and the earth describe, in their orbits, neither circles or ellipses, but curved lines that are undulatory, being affected by perturbations ne to other planets. If the orbits of the earth and moon were circles or ellips3, the moon's path would be an epicycloidal curve, always concave towards the 1n." With the aid of a Nautical Almanac or data of the moon's path during se time asked, it would seem that a practically correct solution of the problem suld be effected. We shall be pleased to publish anything further from conibutors on this problem. Editor.

\section*{61. Proposed by F. M. 8EIELDS, Coopwood, Mies.}

A stock dealer traveled from his home \(H\), due north across a lake \(L 40\) miles wide to city, and bought 156 horses and 177 mules for \(\$ 23831\); he then traveled farther due north , \(A\), and bought at same price 468 horses and 235 mules for \(\$ 52245\); he then traveled from due west 130 miles to \(B\), and bought 120 cows; he then traveled due north to \(C\), nd bought 250 sheep; he then traveled from \(C\) due east 880 miles to \(D\), and bought 800 sats, - paying 1-4 as much for cows as horses, and 1-9 as much for sheep as mules, and 1-2 b much for goats as sheep; at \(D\) he turned and traveled in astraight line to the city, a istance equal to the sum of the entire distance he traveled due north from his home \(\boldsymbol{H}\); e sold all his stock at a profit of \(20 \%\). How far did he travel from his home \(H\) the entire ip around and back to the city? What was the cost of each head of stock, and what was re entire gain?
1. Solation by P. 8. BERG, A. M., Principal of Schools, Larimore, I. D.; CEMRLEs C. CROss, Leytonsvillo, d.: R. C. WILEEs, Bkull Rna. W. Va.; J. 8CBEFPLR, A. M., Hagerstown, Md.; and G. B. M. ZERR, A. M., Ph. , The Ruscell Colloge, Lebanon, Va.

Let \(x=\) price of each horse, \(y=\) price of each mule.
Then \(156 x+177 y=23631\); and \(468 x+235 y=52245\).
\(\therefore x-y=1\) (
\(t\) of \(\$ 80=\$ 20\), price of each cow ; t of \(\$ 63=\$ 7\), price of each sheep; ; of \(\$ 7=\$ 3.50\), price of each goat. \(120 \times 20=2400 ; 250 \times 7=1750 ; 300 \times 3.50=1050\).
\(\$ 2400+\$ 1750+\$ 1050+\$ 28681+\$ 52245\) \(-\$ 81076\), entire cout. \(20 \%\) of \(81076=\$ 16215.20\), entire gnin.

Let \(A H=v, B C=\varepsilon\).
\(\therefore(40+u+v)^{2}=(u+v)^{2}+(200)^{2}\).
\(\therefore \mathrm{w}+\mathrm{v}=480\) miles.
\(\therefore 480+40+480+40+830+130=1500\) milen.

Draw a diagram of the traveling, and produce line \(H A\) to \(E\) in line \(C D\). Represent the city by \(O\). Then \(O E D\) be a right tringlie in which \(E D\) re \(890-130\) -200 miles.

Put \(a=\) distance from home \(\omega\) city. Jet \(r=O E\) : then \(O D=x+a\).
Whence \((x+a)^{2}=s^{2}+2000^{2}\).
\(\therefore x=\frac{2(0))^{z}-a^{2}}{2 a}-\frac{200^{z}}{2 a}-\frac{1 a}{2 a}\).
Now, in order that \(x\) may be prsitive, \(1 \pi<200^{2} / 2 n\); whence \(n<200\).
But as the lake is 40 miles wide, \(a\) can not be less than 41 . Therefore firt positive values of \(x, n\) may have any value from 40 to 200.

The ristance due north \(=\frac{200^{2}-a^{2}}{2 a t}+a=\frac{200^{2}+a^{2}}{2 a}\); and the entire dintanee traveled \(=\frac{200^{2}+a^{2}}{a}+480\).

When \(a=40\), or if \(H\) and \(O\) are situated on the lake. the entire distance traveled \(=1500\) miles.

When \(a=200, x=0\). and the city is the farthegt nurth traveled. A wouli then coincide with \(O\), and \(C\) with \(B\).

When \(a>200, x\) is negative. Instead of traveling north from the eitr, he would then gu west from the city to \(B\), and thence routh, the value of \(x\). to \(C\) : for any positive valne of \(r, A\) may be at any puint in a due north line between \(O\) and \(E\).

Let \(h, m, c\). . and \(y\) be the cost per head, respectively, of hurses, mules, cows, sheep, and gonts. Then \(156 h+177 \mathrm{~m}=\$ 23631\), (1) : \(468 \mathrm{~h}+235 \mathrm{~m}=85224\),
 \(w=\$ 33\). Whence \(c=\$ 20,8=\$ 7\), and \(g=\$ 3 \frac{1}{2}\).
\(\therefore\) The stock cost \(\$ 23631+\$ 52245+\$ 2400+\$ 1750+\$ 1050=\$ 810 \% 6\).
By selling his stock at a gain of \(20 \%\), he gained \(\ddagger\) of \(\$ 81076=\$ 16215.20\).
Alwo molvell hy E . \(\boldsymbol{W}\). MORRELL. ami Josian f. DRUMMOND, LL, D.

What is the volume of a eegment of a right cone，whose diameter in 0 inches and valicular 9 inches？The rection being parallel with the perpendicular of the onne acloden \(\downarrow\) of its eirctumference at the bman．

Let \(O B E\) be section of cone perpendicular to seetion cutting off segment
3．By considering projection of hyperbolic section on parallel plane through the axis，it is seen that seymptoted are intersections of latter plane witb con－ purface．Acowrdingly，if \(O F=a, F A=b\) ，equation to srbolis is
\[
a^{2} y^{2}-b^{2} x^{2}=-n^{2} b^{2}
\]

Now \(F^{r} . l=C D=\frac{1}{3}\) gide of square inscribed in circle
 － \(112=b, \quad O F: F A=O C: C B\) ，or \(O F: \frac{1}{2}, 2=9: 3\) ； －量） 2 －fe．Subatituting in formuln for area of hyperbols，

－of circular segment \(B D=9 \pi / 4-\frac{1}{2},=\frac{8}{3}(\pi-2)\) ．


 ©＊．Va．

I．et \(A F B-C\) be the cone，\((F I D M F\) the section made by the plase cutting the given segment．Let \(A B=8=2 h, O C=9=h\) ， －r．Since \(\angle G O F=\pi / 2, G F^{\prime}=R_{V} 2\) ．
\[
\therefore O B=1 \overline{O A^{2}-G E^{4}}=1^{-R^{2}-\frac{1}{2} R^{2}}=\frac{1}{2} R_{1} 2
\]
\[
--\frac{1}{3}(3,2)=c
\]

I．et \(C N==x\) ，then \(C O: O B=C N: N K\) ． or \(\mathcal{A}: R=x: N K . \quad \therefore N K=-R x / h=N L\).
Similarly \(C P=C O-D F=h-\frac{h(R-c)}{R}=\frac{h c}{R}\) ．


Area of memment \(/, M K=\frac{R^{2} x^{2}}{h^{2}}-\cos ^{-1}\left(\frac{c h}{R x}\right)-\frac{c}{h} \prime^{\prime} R^{2} r^{2}-h^{2} c^{2}\).
\[
\begin{aligned}
& A n=(b n) x 1 \quad x^{2}-n^{2}-a b \log \left(x+1 \frac{r^{2}-4^{3}}{n}\right) \text {. }
\end{aligned}
\]
\[
\begin{aligned}
& \text { = 䭗 } 2 \text { - } \log _{6}(12+1) \text {. }
\end{aligned}
\]
\[
\begin{aligned}
& \therefore V=\int_{o h / R}^{h}\left\{\frac{R^{2} x^{2}}{h^{8}} \cos ^{-1}\left(\frac{c h}{R x}\right)-\frac{c}{h} \sqrt{R^{3} x^{8}-h^{2} c^{8}}\right\} d x, \\
& =\frac{1}{1} h\left\{R^{2} \cos ^{-1}\left(\frac{c}{R}\right)-2 c_{V} \overline{R^{3}-c^{2}}+\frac{c^{8}}{R} \log \left(\frac{R+\sqrt{R^{2}-c^{2}}}{c}\right)\right\}, \\
& =3\left\{9 \cos ^{-1}\left(\frac{1}{V^{2}}\right)-9+\frac{9 / 2}{4} \log \left(V^{2}+1\right)\right\},=2.619 \text { cubic inches. }
\end{aligned}
\]

\section*{III. Solution by J. 8CHEFFFBr, A. M., Hagerstowa. Md.}

I Solution. Designating, the radius of the base by \(r\), the altitude by and choosing the center of the base for the origin of orthogonal coördinates, for the axis of 2 , the radius \(O B\) for the axis of \(x\) and a radius parallel to the \(t\) tion FDG for that of \(y\), we find the equation of the cone to be
\[
z=(h / r)\left(r-1, \overline{x^{2}+y^{2}},\right.
\]
and the volume \(V\) of \(\operatorname{COFGD}\)
\[
\begin{aligned}
& \left.=\int_{-1^{\prime} \frac{r^{2}-x^{2}}{-1 \overline{r^{2}}+x^{2}}}^{2 d y}=\frac{h}{r} \int_{0}^{x} d x \int_{-1^{\prime} \frac{(r}{r^{2}-x^{2}}}^{i-1 \overline{r^{2}}-\overline{x^{2}}} v \overline{x^{2}+y^{2}}\right) d y, \\
& =-\frac{h}{r} \int_{0}^{t}\left(r_{1} \overline{r^{2}-x^{2}}-x^{2} \log \frac{r+1 \cdot \overline{r^{2}-x^{2}}}{x}\right) d x, \\
& =\frac{2}{8} h x_{1} \overline{r^{2}-x^{2}}+\frac{1}{8} r^{2} h \sin ^{-1}(x / r)-\frac{1}{} \frac{h x^{3}}{r} \log \frac{r+\sqrt{r^{2}-r^{2}}}{x} .
\end{aligned}
\]

Substituting \(x=(r / 2) \vee / 2\), we have for the volume COFGD the expressi \(\frac{r^{2} h}{12}\left[4+\pi-v^{\prime} 2 \cdot \log \left(v^{\prime} 2+1\right)\right]\), and for that of \(B-F G D \frac{r^{2} h}{12}\left[\pi-4+1^{2} \cdot \log (1 \cdot 2+\right.\)

II Solution. Let \(H K\) be a circle parallel to \(A B\) cutting the byperb \(F D K\) in the points \(L\) and \(M\), and let the diameter \(H K\) cut the axis \(D E\) at Put \(O E=b, O F=r, C O=h, D Q=x, L Q=y\). We find from the geometry of 1 figure \(y^{2}=(2 b r / x) x+\left(r^{2} / h^{2}\right) x^{2}\) as the equation of the hyperbola \(F D K\).
\(\therefore\) Area of \(F D K=2 \int d x \sqrt{\frac{2 b r}{h} x+\frac{r^{2}}{h^{2}} x^{2} \text { between the limits } 0 \text {, }}\) and \(D E=\frac{(r-b) h}{r}\). Integrating we find for this area the expression,
\[
\frac{h}{b}\left(r_{1} \overline{r^{2}-b^{2}}-b^{2} \log \frac{r+\overline{r^{2}-b^{2}}}{b}\right)
\]
\(\therefore\) Volume of \(\operatorname{COFGD}=\frac{h}{b} \int_{0}^{d}\left(r_{1} \overline{r^{2}-b^{2}}=b^{2} \log \frac{r+\sqrt{r^{2}-b^{2}}}{b}\right) d b\)
\[
\left.=2 h b_{V} \overline{r^{2}-b^{2}}+\frac{1}{r} r^{2} h \sin ^{-1} \frac{b}{r}-\frac{h b^{3}}{r} \log \frac{r+\sqrt{r^{2}-b^{2}}}{b}\right),
\]
d volume of \(B F G D=\frac{1}{8} r^{2} h \cos ^{-1} \frac{b}{r}-\frac{s}{3} h b_{1} / \overline{r^{2}-b^{2}}+\frac{1}{8} \frac{h b^{3}}{r} \log \frac{r+\sqrt{r^{2}-b^{2}}}{b}\).
III Solution. Let \(H K\) be a circle parallel to \(A B\), and \(N\) its centre. brough \(N\) draw a diameter parallel to the hyperbolic section \(F G D\). Put \(N=x, O E=b, B O=r, C O=h\), then the area of the circular segment lying bereen the diameter through \(N\) and the parallel chord \(L M\)
\[
-\frac{r^{2} x^{2}}{h^{2}} \sin ^{-1} \frac{b h}{r x}+\frac{b r}{h} \sqrt{x^{2}-\frac{b^{2} h^{2}}{r^{2}}} .
\]
\(\therefore\) Volume of conical section \(\operatorname{COF}(y)\)
\[
-\frac{r}{h}\left\{\frac{r}{h} \int x^{2} \sin ^{-1} \frac{b h}{r x}+b \int d x \sqrt{x^{2}-\frac{b^{2}}{r^{2}}}\right\},
\]
he integrals to be taken between \(h-D E=b h / r\) and \(h\). Thus we find for this olume the expression
\[
\frac{3}{3} h_{1}, \overline{r^{2}-b^{2}}+\frac{1}{2} r^{2} h \sin ^{-1} \frac{b}{r}-\frac{1}{2} \frac{h b^{3}}{r}-\log \frac{r+\sqrt{r^{2}-b^{2}}}{r} ;
\]
nd for the volume of the conical section \(D R F F^{\prime}\left(\begin{array}{rl}\text {, }\end{array}\right.\)
\[
\frac{1}{2} r=h \operatorname{cog}^{-1} \frac{b}{r}-\frac{1}{2} h b_{1} \cdot \overline{r^{2}-b^{2}}+\frac{h b^{2}}{\frac{1}{2}} \log \frac{r+\sqrt{r^{2}-b^{2}}}{r} .
\]

Himposical Note. The famous antronomer Kephan tried haid to and the volume of nuch conical ofloman an the above, bot all his efforts proved fatile.


\section*{PROBLEIS FOR SOLUTION.}

\section*{ARITHMETIC.}

\(A\) and \(B\) set out frcm the same place, and in the samedirection. A travels uniform18 miles per day, and after 9 daps turns and goes back as far as \(B\) has traveled during nose 9 days; he then turns again, and, pursuing his journey, overtakes \(B 224\) days after ve time they first set out. It is required to find the rate at which \(B\) uniformly traveled. Prom Greenleaf's Arithmetic.]
86. Propoced by J. A. CALDERERAD, M. Se., Profeceor of Mathomatien, Ourry Univeraty, Pittsburg, Pa.

Find the principal of a note given March 10, 1891, bearing interest at 6\%. Payrents: September 1, 1892, \(\$ 248.50\); January 19, 1898, \(\$ 8.90\) : April 18, 1894, \(\$ 19.10\); Septem-- 19, 1894, \$110.90. Amount due February 22, 1897, \$229.10.

\section*{algesna.}
\[
\begin{aligned}
& \text { 81. Show that } \frac{a_{1}^{r}}{\left(a_{1}-a_{8}\right)\left(a_{1}-a_{3}\right)\left(a_{1}-a_{4}\right) \ldots\left(a_{1}-a_{n}\right)} \\
& +\frac{a_{8}^{r}}{\left(a_{2}-a_{1}\right)\left(a_{2}-u_{8}\right) \ldots\left(a_{2}-a_{n}\right)}+\cdots \frac{a_{n}^{r}}{\left(a_{n}-a_{1}\right)\left(a_{n}-a_{8}\right) \ldots\left(a_{n}-a_{n-1}\right)}
\end{aligned}
\]
is zero if \(r\) is less than \(n-1\); to 1 if \(r=n-1\), and to \(a_{1}+a_{8}+8+\ldots a_{n}\) if \(r=n\). [C. Smith's Treatise on Algebra.]
82.
\[
\left.\begin{array}{l}
y^{2}+y z+z^{2}=a^{2} \\
z^{2}+z x+x^{2}=b^{2} \\
x^{2}+x y+y^{2}=c^{2}
\end{array}\right\} \text { find } x, y, \text { and } z .
\]
[Ibid.]

GEOMETRY.
88. Proposed by WILLINY HOOVER, A. M., Ph. D., Profescor of Mathematice and Aetroseray, Ohio Uators sity, Athens. Ohio.

0 being variable, find the locus of a point whose coördinates are
\[
a \tan (\theta+\alpha), \quad b \tan (\theta+\beta)
\]
84. Proposed by FREDERICE R. HOMET, Ph. B., Mew Heven, Cona.

Find the locus of a point which will trisect all arcs having a common chord.
86. Proposed by S. F. MORRIS, Professor of Aatronomy and Mathematios, Baltimore City Collyg, Belit moro, Md.

Prove by pare geometry. Give direct proof, if possible.
If the bisectors of two angles of a triangle are equal, the triangle is ososceles.
[From Wenturorth's Plane Geometry, exercise 43, page 72.]

\section*{MECHANICS.}
61. Proposed by WILLLAM H00VER, A. M., Ph. D., Profeseor of Mathematice and Astronomy, Ohio Jeivirsity, Athens, Ohio.

A body is suspended from a fixed point by an elastic string, which in atretched to double its natural length when the body is in equilibrium. Find how much the body mast be depressed, so that when let go, it may just reach the point of suspension.

\section*{62. Proposed by J. SCHEFFER, A. M., Hagorstown, Md.}

A particle of mass \(m\) moves in the circumference of an ellipse with constant rate \(s\). It is constrained to move in that circumference by attractive forces in the two foci. To determine the magnitude of these forces.

\section*{DIOPHANTINE ANALYSIS.}
58. Proposed by E. S. L00MIS, Ph. D., Professor of Mathomatios in Clevalaad Weat Eifh Sebool, Eerm, O.
"The base of a right-angled triangle is 105 ; find all the perpendiculars and hypotenuses to fit it, such that their values shall be integers."
69. Proposed by G. B. M. ZERR, A. M., Ph. D., President and Professor of Mathomatics in Raceall Collige. Lebanon, Va.

Find the sum of the \(m\) th powers of all the numbers less than \(P\) and prime to \(i t\), and then by substitution find the sume when \(m=1,2,3,4,5\).

\section*{NOTES.}

THE IRVING HOPKINS FALIACY.
After my having 80 recently pointed out in The American Mathematical onthly (Vol. III., pages 122-123) the fallacy of Professor G. C. Edwards of e University of California in his Elements of Geometry in treating parallells, id in Science (N. S. Vol. VI. page 491) the gross blunder made by Andrew -. Phillips and Irving Fisher, professors in Yale University, in their Elements Geometry, could it have been supposed that so respectable a person as Irving opkins would deliberately have published the extended fallacy which has just ipeared in The American Mathematical Monthly (Vol. IV., pages 251-255) Ider the ambitious title "Euclidean Geometry without Disputed Axioms'?

It is a simple petitio principii. The question is begged in his Proposition \(r\), which explicitly uses Euclid, III. 31. If any one will turn to III. 31 in any uclid they will find it proved by Euclid, I. 32. But Euclid I. 32 is the famous igle-sum proposition, which since 1733 has been known to be equivalent to the arallel-postulate, the most disputed of all axioms.

In The American Mathematical Monthly's serial Non-Euclidean Geomry, (Vol. I., page 346) is given the Proposition: In any right-angled triangle se two acute angles remaining are taken together equal to one right angle, in the ypothesis of right angle; greater than one right angle, in the hypothesis of obase angle; but less in the bypothesis of acute angle. In other words, if the anle inscribed in a semicircle is right the geometry is Euclidean ; if obtuse, Rienannian ; if acute, Lobacherskian.

George Bruce Halstern.
. Inatin, Tr.xnx.

There are several errors in Mr. Hopkin's paper on "Euclidean Geometry Nithout Disputed Axioms," but one is enough to which to call attention. in several places he uses Euclid III., 31, which depends upon I., 32, which derends upon I., 29, which depends upon Axiom 12 !

When will we cease trying to accomplish what the masters have found to a impossible?

Benit. F. Yanney.
Mt. Inion College, Alliance, Ohin.

NOTE ON DR. LILLEY's article in the october number.
There is one statement in Professor Lilley's article in the October number nut which I wish to say a few words. Concerning the quotient 0 . I detine vision thas : Having given the product of two factors, and one of the factors, find the other factor.

Thus, the product of two factors \(=12\), One of the factors \(=0\),
The other factor \(=0\), (Lilley).
Hence \(0 \times 0=12\). Do you believe it?

Take this illustration-
\[
\begin{aligned}
& 12+3-4 \\
& 12+2=1 ; \\
& 12+1-12 \\
& 12+.1-120 \\
& 12+.01-1200 \\
& 12+.001=12000 \\
& 12+.0001-120000 \\
& \vdots \\
& \vdots \\
& 12+-.0001-=-120000 \\
& 12+-.001=-12400 \\
& 12+-.01=-1200 \\
& 12+-.1=-120 \\
& 12+-1=-12 \\
& 12+-2=-6 \\
& 12+-3=-4
\end{aligned}
\]

Here the dividend is constant. The divisor varying continuoualy, suppose, changes sign in passing through sero (absolute) and at the same time the quotient changes sign in passing through infinity.

The following definition of division may assist in reaching a conclusion: Division is the process of finding how many times a number may be subtracted from another without changing the sign of the remainder.

Apply this definition thus : How many times may zero (absolute) be sabtracted from 12 without changing the aign of the remainder.

The answer is, an infinity of infinities, rather than zero.
Milton L. Combtocr.
Knax College, Galesburg; Ill.
Upon some of the points about which I shall disagree with Dr. Lilley be can quote in his favor some of the most brilliant mathematicians that the world has produced. Nevertheless I shall endeavor to show that they and he have failed to take a common sense view of the subject. Upon one point I think I am safe in saying that the Doctor's position is unique. The source of his errors lies, in my opinion, in his conception of infinity and zero.

Concerning the former he says: "If \(12 / \mathbb{C}=\) infinity or the larges possible number," etc.

From this I can not but infer that he thinks infinity is a constant and that that constant is the largest possible number. He says " \(12 / \Phi=\Theta\), where \(\theta\) represents no number of times." Again we infer that he believes that while \(\theta\) represents no number of times, \(\infty\) must represent some number of times.

He uses too many zeros. He has \(\mathbb{C}=\) absolute zero, \(\mathbb{C}=\) no number of times, and \(\odot=\) an infinitesimal. He refers to the latter zero as follows: It is a consequence of confounding the 0 arising from dividing \(a\) by infinity, with the absolnte zern, that so much confusion has arisen."

He has the authority of Davies and Peck's Mathematical Dictionary for nis statement, but this does not make it true. Nothing could be more confasing , the average man of common sense than the Doctor's three zeros.

I have no use for more than one. My mind is perfectly clear as to what uat is but it is uot 80 clear as to what \(\infty\) is. It is much easier to tell what \(\infty\) is ot than what it is.

If we suppose \(a / h=N\), where \(h\) is a very small positive quantity, then \(N\) i a very large one. As \(h\) grows smaller and smaller, \(N\) grows larger and larger, ut \(\boldsymbol{N}\) will not become infinite so long as h has the smallest shadon of value. So ug as \(h\) has the slightest value we can form some conception of the value of \(N\). \(t\) is only when \(h\) becomes equal to 0 that \(N\) suddenly swings clear out of our owers of conception. It is then, and then only, that it becomes infinite.

I must dissent from even so great a mathematician as Professor De Moran when he said that he dated his first clear conception of mathematical infinity oom the time when he rejected the relation \(a / 0=\infty\).

The very fact that he had a clear conception of what he called infinity roved that it was not the real infinity.

I have no criticism to make on Dr. Lilley's disposition of \(0 / 0\). I would ave liked it better if he had added Art. 175 of his Higher Algebra, which reads : The symbol 0/0 does not always mean indetermination. It is often the result f a particular condition which makes a factor, common to both terms of a fracon become zero. Thus," etc. Here follows the well known illustration by ring \(\frac{n^{2}-x^{2}}{n-x}-a+x\).

He does not find it necessary to introduce the infinitesimal to prove that se expression equals \(2 n\) when \(x=a\), as do many writers on the differential calalns when discussing the expression \(\frac{y_{1}-y}{x_{1}-x}\). In this he is right, for if \(a-x\) ere an infinitesimal the value of the fraction would differ from \(2 a\) by an infinitsimal, and an equation that differs from the truth by an infinitesimal is not true \(t\) all.

Henry Heaton.
Atlantir, Inom.
We see no place for confusion in the use of the symbols 0 and \(\infty\), and, herefore, of course, no necessity of introducing new symbols to avoid confusion. \(f 0\) is a symbol used to denote the absence of quantity, and \(\infty\) to denote a quanity larger than any assignable quantity however large, then all operations with hese symbols are meaningless. For example, \(5 \div \infty, 0 \div \dot{5}, 5 \div 0,0+0,0 \times \infty\), tc., are impossible operations. Standing apart from conditions imposed upon uantities from which these symbols arise by certain limitations, they have o meaning whatever. Hence, when these symbols do arise in mathematical inestigations, they must be interpreted in conformity to fundamental principles nd conceptions. When we say that \(5 \div \infty=0\), we mean that the limit of \(5+\) a uantity which increases indefinitely \(=0\), concisely expressed thas \(\lim _{h} \dot{\perp}\left[\frac{5}{h}\right]=0\).

This is an absolutely accurate statement. \(O\) is the absolute zero and not an infiniterional. In like manner \(5 \div 0=\infty\) is an abbreviated and inaccurate expression for the folluwing: 5 divided by a quantity which decreases indefinitely gives a quotient larger than any quantity however large, or briefly and arcurateI! thus \(\lim _{r=0}\left[\frac{5}{e}\right] \cdots x\).

Discussion on a subjert of this surt is trivial, but if it results in giving clearer notions of the use of 0 and \(x\), a good work will have been done.
B. F. F.

\section*{BOOKS AND PERIODICXIS.}

Plane and Sulid Analytical (ieometry. By Frederick H. Bailer. A. M. (Harvard), and Frederick S. Woods, Ph. D. (Göttengen), Assistant Profersors of Mathematics in the Massachusetts Institute of Technology. 8vo. Cloth, 3 II pages. Boston and Chicago: Ginn if Co.

Besides the usual subjects treated in the ordinary text-books of Analytical (ieometry, the following ndditional ones are treated with sufficient fullness to give a student a fnir knowledge of them, viz: Radical Axis, and Properties of Pole and Polars. More attention should be given to these subjects in the future by the ordinary student. Besiden deriving the equations of the conics in the usual way, the nuthors hare also derived the efuations by passing a plane through a right circular cone, thus emphasizing the relation of the geometrical to the analytical method of trentment. About seventy pages are given to the trentment of Solid Analgtical Geometry. The treatment here is clear and concise. nfforling the student an excellent introduction to this important subject. B. F. F.

Fímmor Problems of Elementary Geometry.-The Duplication of the Cube: The 'Irisection of an Angle; and The Quadrature of the Circle. Authorized translation Vorträge Veber Ausgewälte Fragen der Elementargeometrie Ausgearbeitet von F. 'Tiagert. By Wooster W'oodruff Beman, Professor of Mathematice in the Iniversity of Michigan. and David Eugene Smith, Professor of Mathematics in the Michigan State Normal College. 8vo. Cloth, 80 pages. Price, 55 cents. Buston and Chicago: Ginn \& Co.

This book denls with the possibility of elementary geometric constructions in general, the nature of transeendental numbers, and with the transcendence of eand \(n\). While no knowledge of the calculus is needed to read this book, the calculus not being emploged in any of the discussions, yet a fair knowledge of the theory of equations and series is absolutely necessary to make it ensy reading. The translators deserve the thanks of studpots and teachers of mathematics, and for putting out books of such scientific value at a very reasomable price. the publishers should receive encouragement by a large sale of this book.
B. F. F.

Populnt Scientific Lertures. By Ernst Mach, formerly Professor of Physics in the l'niversity of Prague, now Professor of the History and Theory of Inductive Science in the University of Vienna. Translated by Thomas J. McCormack. Second Edition, Revised and Enlarged. 8vo. Cloth, 382 pages. Price, \$1.00. ('hirago): The Open Court Publishing ('o.

These sixteen lectures on various scientific subjects are full of interest to all classes of readers. The lecture "On the Kelative Educational Value of the Classics and the Math-amatico-Physical Sciences' is especially interesting, and is a fuir exposition of the argument pro and con.

In acquiring an education two things are requisite: first, the development of thought, and second, the power to express thought in a clear and forcible manner. The first is gained by the study of mathematics and the natural sciences, the second, by the classics. Hence, in securing the most symmetrical and stable development of the mind, it is essential that the student pursue his study in the classics, especially Latin, as well as mathematics and the natural sciences. Dr. Mach makes this very pertinent statement: "Here I may count upon nssent when I say that mathematics and the natural sciences pursued alone as means of instruction yield a richer education, an education in matter and 'orin, \(n\) more general education, an education better adapted to the needs and spirit of the imes, than the philological branches pursued alone would gield." In bringing out the :ranslation of these valunble lectures, the translator has the thanks of English readers.
B. F. F.

Field-Manual for Railrond Engineers. By J. C. Nagle, M. A.. M. C. E., Professor of Civil Engineering in the Agricultural and Mechanical College of「exas. \(4 \frac{1}{2} \times 6 \frac{9}{4}\) inches, Flexible Morocco, \(x v+394\) pages. Price, \$2.50. New Cork: John Wiley de Sons.

This book is in every way a model field-manual. It contains six chapters. Chapter L.-Reconnoisance: Chapter II.-Preliminary Survegs: Chapter III.-Iocation, Art. 7, Projecting Iocation; Art. 8, Simple Curves; Art. 8, Compound Curves; Art. 10, Track Problems: Chapter IV.-Transition Curves; Art. 11, Theory of the Transition Curve; Art. 12, Field Work; Art. 13. Transition Curve Problems: Chapter V.-Frogs and Switches; Art. 14, Turnouts; Art. 15. Crossovers; Art. 16, Crossing-Frogs and Crossing-Slips: Chapter VI.-Construction ; Art. 17, Definitions, General Consideration, Vertical Curves, Elevation of Outer Kail ; Art. 18, Earthworks; Art. 19, Grade and Ballast Stakes, Culverta, Rridges, and Tunnels; Art. 20, Monthly and Final Estimates.

The above abridged outline of the table of contents indicates very imperfectly the scope and character of this work. In it may be found the most essential things to be known in civil engineering discussed in a way not only that may be understood, but that can be easily understood, by any one familiar with algebra, geometry, and trigonometry.
B. F.F.

A Chnpter in the History of Mathemalics. An Address by Vice President W. W. Beman, Chairman of Section A, before the Section of Mathematics and Astronomy, American Association for the Advancement of Science, Detroit Meeting, August, 1897. Pamphlet, 20 pages.

In this very able address by Professor Beman is gathered together some valuable history concerning the introduction in mathematics of the square root of negative numbers. The nddress bears evidence of careful research, and is of great interest to all who are concerned about the progress and development of that great body of doctrine known as mathematies.
B. F.F.

Darwin and Afler Darwin: Part II. Poxt-Darwinian Quextions. Heredity and Utility 8vo. Cloth, xii and 344 pages. Price, 81.50. With portrait of Romanes. Chicago : The Open Court Publishing Co.

This, as all of I)r. Romanes' works, bears the evident marks of a profound thinker and scholar. The volume before us is chiefly devoted to a consideration of those Post-DarFinian theories which involve fundamental questions of Heredity and Utility, and conanine the most valuable resulta of n deep study of the evolutionary problem. B. F. F.

The Probability of Hit when the Probable Error in Aim is Known with a Comparison of the Probabilities of Hit by the Method of Independent and Paralld Fires from Mortur Batteries. By Mansfield Merriman, Professor of Civil Engineering in Lehigh University. Pamphlet, 12 pages. Reprinted from the Journal of the U. S. Artillery, Vol. VIII, No. 2.

The problem considered in this paper is, To find the probability of hit on the targs or deck of a ship whose area is \(4 a . A\), where \(2 a\) is the width of the target in azimuth and 21 its length in range, a shot being fired with the intention of hitting the center. B. F. F.

Contributions to the Geometry of the Triangle. By Robert J. Aley, A. M. Professor of Mathematics in the University of Indiana. Pamphlet, 32 pages.

This thesis was accepted by the Department of Mathematics of the Universityd Pennsslvanin in partial fulfilment of the requirements for the degree of Doctor of Phinh ophy, which is a sufficient testimonial of its importance and value.
B. F. F.

Periodico di Mathenatica Per L'Insegnamento Secondarin. Dott. G. Laszeri. November-December number.

The Mathematical Gazette. Edited by F. S. Macauley, M. A., D. Sc. October number.

Bollettino della Associazione "Mathesis" Fra Gl' Insignanti di Mathemation delle Sruole Medie.

Revue Semestrielle des Publications Mathomatiques Redigee sous les nupica de In Socitte Mathematique d'Amsterdam. Par P. H. Schoute, D. J. Kurteweg, J. C. Kluyver, W. Kapteyn, P. Zeeman.

The American Monthly Revievo of Reviews. An International Illustrated Monthly Magazine. Edited by Dr. Albert Shaw. Price, \(\$ 2.00\) per year in advance. Single numbers, 25 cents. The American Munthly Review of Revient Co., 13 Astor Place, New York.

The December number of the Anerican Monthly Reriew of Reviersa has several iner esting features. Mr. Ernest Knauft, editor of the Art Student, contributes nn elabonte study of "John Gilbert and Illustration in the Victorian Era"; Dr. Clifton H. Ievy tells "How the Bible Came Down to Us," with a number of reproductions from ancien: Biblical manuscripts and printed texts; Lady Henry Somerset pays n tribute to the late Dochess of Teck; an English officer in the Indian service writes about the Ameer of Aghanir tan ; Mr. E. V. Smalley discusses Canadian reciprocity, and Mr. Alex. D. Anderson summarizes the progress of the American Republics. There is also a 23 -page illustrated de partment devoted to the season's new books, with an introductory chapter, by Albert Shaw, on "Some American Novels and Novelists." Altogether, the Rerierc is not lacking in novelty or variety.
B. F. F.
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\section*{BIOGRAPHY.}

\author{
LK(ONHARI) EULER.
}

BY 13. F. FINKRI.

\(\mathrm{E}^{2}\)FONHARD EULER (oi'ler), one of the greatest and most prolific mathematicians that the world has produced, was born at Basel, Switzerland, on the 15th day of April, 1707, and died at St. Petersburg, Russia, November the 18th (N. S.), 1783. Euler received his preliminary instruction in mathematics from his father who had considerable attainments as a mathematician, and who was a Calvinistic* pastor of the village of Riechen, which is not far from Basel. He was then sent to the University of Basel where he studied mathematics under the direction of John Bernoulli, with whose two sons, Daniel and Nicholas, he formed a life-long friendship. Geometry sonn became his favorite study. His genius for analytical science soon gained for him a high place in the esteem of his instructor, John Bernoulli, who was at the time one of the first mathematicians of Europe. Having taken his degree as Master of Arts

\footnotetext{
The Emoyelopedia Brittanton smy Euler's father was a Calvinlstic mininter, while W. W. R. Ball, in his fictory of Mahemasice, says he wes a Lutheran minister. Euler himaelf was a Calvinist in doctrine, as the following, which is his apology for prayer, indicates: "I remark, Arst, that when God established the conrse of the nnirerse, and arranged all the events which must come to pass in it, he pald attenHon to all the circumstances which should acompany each event; and partioularly to the dispositlons, to the dealres, and prayers of every intelligent belng; and that the arrangement of all events was disposed in perfect harmony with all these circumstances. When, therefore, a man addresses God a prayer worthy of belng heard it must not be imagined that anch a prayer came not to the knowledge of God till the moment it was formed. That prayer was already heard from all all eternity; and if the Fathor of Morcies deemed it worthy of being annwered, he arranged the world expreagly in favor of that prayer, \(s 0\) that the accomplishment should be a consequence of the nataral courae of eventa. It in thun that Gond answern the prayera of men without working a miracle.''
}
in 1723, Euler afterwards applied himself, at his father's desire, to the study of theology and the Oriental languages, with the view of entering the ministry, but, with his father's consent, he returned to his favorite pursuit, the study of mathematics. At the same time, by the advice of the younger Bernouillis, who had removed to St. Petersburg in 1725 , he applied himself to the study of physiol. ogy, to which he made useful applications of his mathematical knowledge; he also atterided the lectures of the most eminent professors of Basel. While he was eagerly engaged in physiological researches, he composed a dissertation on the nature and propagation of sound. In his nineteenth year he also compnsed a dissertation in answer to a prize-question concerning the masting of ships, for which he received the second prize from the French Academy of Sciences.

When his two close friends, Daniel and Nicholas Bernoulli, went to Russia, they induced Catherine I, in 1727, to invite Euler to St. Petersburg, where Daniel, in 1733, was assigned to the chair of mathematics. Euler took up his residence in St. Petersburg, and was made an associate of the Academy of Sciences. In 1730 he became professor of physics, and in 1733 he succeeded his friend Daniel Bernoulli, who resigned on a plea of ill health.

At the commencement of his astonishing career, he enriched the Academical collection with many memoirs, which excited a noble emulation between him and the Bernouillis, though this did not in any way affect their friendship. It was at this time that he carried the integral calculus to a higher degree of perfection, invented the calculation of sines, reduced analytical operations to greater sim. plicity, and threw new light on nearly all parts of pure or abstract mathematics. In 1735, an astronomical problem proposed by the Academy, fur the solution of which several eminent mathematicians had demanded several months' time, was solved by Euler in three days with the aid of improved methods of his own, but the effort threw him into a fever which endangered his life and deprived him of his right eye, his eyesight having been impaired by the severity of the climate. With still superior methods, this same problem was solved later by the illustrious German mathematician, Gauss.

In 1741, at the request, or rather command, of Frederick the Great, he moved to Berlin, where he was made a member of the Academy of Sciences, and Professor of Mathematics. He enriched the last volume of the Melanges or Miscellanies of Berlin, with five memoirs, and these were followed, with astonishing rapidity, by a great number of important researches, which were scattered throughout the annual memoirs of the Prussian Academy. At the same time, he continued his philosophical contributions to the Academy of St. Petersburg, which granted him a pension in 1742 .

The respect in which he was held by the Russians was strikingly shown in 1760, when a farm he occupied near Charlottenburg happened to be pillaged by the invading Russian army. On its being ascertained that the farm belonged to Euler, the general immediately ordered compensation to be paid, and the Empress Elizabeth sent an additional sum of four thousand crowns. The despotism Anne I. caused Euler, who was a very timid man, to shrink from pablic
affairs, and to devote all his time to science. After his call to Berlin, the Queen of Prussia who received him kindly, wondered how so distinguished a scholar should be so timid and reticent. Euler replied, "Madam, it is because I come from a country where, when one speaks, one is hanged."

In 1766, Euler, with difficulty, obtained permission from the King of Prussia to return to St. Petersburg, to which be had been originally called by Catherine II. Soon after returning to St. Petersburg a cataract formed in his left eye, which ultimately deprived him of sight, but this did not stop his wonderful literary productiveness, which continued for seventeen years-until the day of his death. It was under these circumstances that he dictated to his amanuensis, a tailor's apprentice who was absolutely devoid of mathematical knowledge, his Anleitung zur Algebra, or Elements of Algebra, 1770, a work which, though parely elementary, displays the mathematical genius of its author, and is still considered one of the best works of its class. Euler was one of the very few great mathematicians who did not deem it beneath the dignity of genius 10 give some attention to the recasting of elementary processes and the perfecting of elementary text-books, and it is not improbable that modern mathematics is as greatly indebted to him for his work along this line as for his original creative wurk.

Another task to which he set himself soon after returning to St. Petersburg was the preparation of his Lettres a une Princesse d'Allemagne sur quelques sujects de Physique, ( 3 vols. 1768-72). These letters were written at the request of the princess of Anhalt-Dessau, and contain an admirably clear exposition of the principal facts of mechanics, optics, acoustics, and physical astronomy. Theory, however, is frequently unsoundly applied in it, and it is to be observed generally that Euler's strength lay rather in pure than in applied mathematics. In 1755, Enler had been elected a foreign member of the Academy of Sciences at Paris, and sometime afterwards the academical prize was adjudged to three of his memoirs Conccrning the Inequalities in the Motions of the Planets. The two prize-problems proposed by the same Acadeng in 1770 and 1772 were designed to obtain a more perfect theory of the moon's motion. Euler, assisted by his eldest son, Johann Albert. was a competitor for these prizes and obtained both. In his second memoir, he reserved for further consideration the several inequalities of the moun's motion, which he could not determine in his first theory on account of the complicated calculations in which the method he then employed had engaged him. He afterward reviewed his whole theory with the assistance of his son and Krafft and Lexell, and pursued his researches until he had constructed the new tables, which appeared with the great work in 1772 . Instead of confining himself, as before, to the fruitless integration of three differential equations of the second degree, which are furnished by mathematical principles, he reduced them to three ordinates which determine the place of the moon ; and he divides into classes all the inequalities of that planet, as far as they depend either on the elongation of the sun and moon, or upon the eccentricity, or the parallax, or the inclination of the lunar orbit. The inherent difficulties of this
task were inmensely enhanced by the fact that Euler was virtually blind, and had to carry all the elaborate computations involved in his memory. A further difficulty arose from the burning of his house and the destruction of a greater part of his property in 1771. His manuscripts were fortunately preserved. His own life only was saved by the courage of a native of Basel, Peter Grimmon, who carried him out of the burning house.

Some time after this, the celebrated Wenzell, by couching the cataract, restored his sight ; but a too harsh use of the recovered faculty, together with some carelessness on the part the surgeons, brought about a relapse. With the assistance of his sons, and of Kraff and Lexell, however, he continued his labors, neither the loss of his sight nor the infirmities of an advanced age being sufficient to check his activity. Having engaged to furnish the Academy of 8 st . Petersburg with as many memoirs as would be sufficient to complete its acte for twenty years after his death, he in seven years transmitted to the Academy above seventy memoirs, and left above two hundred more, which were revised and completed by another hand.

Euler's knowledge was more general than might have been expected in one who had pursued with such unremitting ardor, mathematics and astronomy, as his favorite studies. He had made considerable progress in medicine, botany, and chemistry, and he was an excellent classical scholar and extensively read in general literature. He could repeat the ENied of Virgil from the beginning to the end without hesitation, and indicate the first and last line of every page of the edition which he used. But such lines from Virgil as, "The anchor drops, the rushing keel is staid," always suggested to him a problem and he could not help enquiring what would be the ship's motion in such a case.

Euler's constitution was uncommonly vigorous and his general health was always good. He was enabled to continue his labors to the very close of his life so that it was said of him, that he ceased to calculate and to breath at nearly the same moment. His last subject of investigation was the motions of balloons, and the last subject on which he conversed was the newly. discovered planet Herschel.

On the 18th of September, 1783, while he was amusing himself at tea with one of his grandchildren, he was struck with apoplexy, which terminated the illustrious career of this wonderful genius, at the age of seventy-six. His works, if printed in their completeness, would occupy from 60 to 80 quarto volumes. However, no complete edition of Euler's writings has been published, though the work has been begun twice.

He was simple, upright, affectionate, and had a strong religious faith. His single and unselfish devotion to the truth and his joy at the discoveries of science whether made by himself or others, were striking attributes of his character. He was twice married. his second wife being a half-sister of his first, and he had a numerous family, several of whom attained to distinction. His tloge was written for the French Academy by Condorcet, and an account of his life, rith a list of his works, was written by Von Fuss, the secretary of the Imperial emy of St. Petersburg.

As has been said, Euler wrote an immense number of works, chief of which are the following: Introductio in Analysint infinitorum, 1748, which was intended to serve as an introduction to pure analytical mathematics. This work produced a revolution in analytical mathematics, as the subject of which it treated had hitherto never been presented in 80 general and systematic a manDer. The first part of the Analysis Infinitorum contains the bulk of the matter which is to be found in modern text-books on algebra, theory of equations, ant trigonometty. In the algebra, he paid particular attention to the expansion of varions functions in series, and to the summation of given series; and pointed wut explicitly that an infinite series can not be safely employed in mathematical investigations unless it is convergent. In trigonometry, he introduced (simultaneously with Thomas Simpson in England) the now current abbreviations for trigonometric functions, and simplified formulæ by the simple expedient of designating the angles of a triangle by \(A, B, C\), and the opposite sides by \(a, b, c\). He alsc, showed that the trigonometrical and exponential functions are connected by the the relation \(\cos H+i \sin H-c^{i \theta}\). Here ton we meet the symbol e used to denote the base of the Naperian logarithms, namely the incommensurable number 2.7182818 . . and the symbol \(\pi\) used to denote the incommensurable number B.14159265 . . . The use of a single symbol to denote the number 2.7182818 . . . soemes to be due to Cotes, who denoted it by \(M\). Newton was probably the frst to employ the literal exponential notation, and Euler using the form \(n^{2}\), had taken \(a\) as the base of any system of logarithms. It is probable that the choice of \(e\) for a particular base was determined by its being the vowel consecutive to \(a\), or, still more probable because \(e\) is the initial of the word exponent.

The use of a single symbol to denote 3.14159265 . . . appears to have been introduced by John Bournilli; who represented it by c. Euler in 1734 denoted it by \(p\), and in a letter of 1736 in which he enunciated the theorem that the sum of the square of the reciprocals of the natural numbers is \(\delta \pi^{2}\). he uses the letter e. Chr. Goldbach in 1742 used \(\pi\), and after the publication of Euler's Analysis, the sympol \(\pi\) was generally employed, the chnice of \(\pi\) being determined by the nitial of the word, \(\pi \varepsilon \rho \iota \phi \varepsilon^{\circ} \rho \varepsilon \iota \pi=\) periphereia.

The second part of the Annlysia Infinitorum is on analytical geometry. Enler begins this part by dividing curves into algebraic and transcendental, and netablishes a number of propositions which are true for all algebraic curves. He ben applied these to the general equation of the second degree in two dimenions, showed that it represents the various conic sections, and deduces most of heir properties from the general equation. He also considered the classification of cubic, quartic, and other algebraic curves. He next discussed the question as o what surfaces are represented by the general equation of the second degree in hree dimensions, and how they may be discriminated one from the other. Some of these surfaces had not been previously investigated. In this work he also laid lown the rules for the transformation of coördinates in space. Here also we find , he first attempt to bring the curvature of surfaces within the domain of mathenatics, and the first complete discussion of tortuous curver.

In 1755 appeared Institutiones Calculi Differentialis, to which the Analysis Infinitorum was intended as an introduction. This is the first text-book on the differential calculus which has any claim to be regarded as complete, and it may be said that most modern treatises un the subject are based upon it.

At the same time, the exposition of the principles of the subject is often prolix and obscure, and sometimes not quite accurate.

This series of works was completed by the publication in three volumes in 1768 to 1770 of the Institutiones Calculi Integralis, in which the results of several of Euler's earlier memoirs on the same subjects and on differential equations are included. In this treatise as in the one on the differential calculus was summed up all that was at that time known on the subject. The beta and gamma functions were invented by Euler, and are discussed here, but only as methods of reduction and integration. His treatment of elliptic integrals is superficial. The classic problems on isoperimetrical curves, the brachistochrone in a resisting medium, and theory of geodesics had engaged Euler's attention at an early date, and the solving of which led him to the calculus of variations. The general idea of this was laid down in his Curvar um Maximi Minimive Proprietate Gaudentium Inventio Nova ac Farilis, published in 1744. but the complete development of the new calculus was first effected by Lagrange in 17.59 The method used by Lagrange is described in Euler's integral calculus, and is the same as that given in most modern text-books on the subject.

In 1770, Enler published the Anleitung zur Alyebra in two volumes. The first volume treats of determinate algebra. This work includes the proof of the binomial theorem for any index, which is still known by Euler's name. The proof, which is not accurate according to the modern views of infinite series, depends upon the principle of the permanence of equivalent forms, and may be seen in C. Smith's Treatise on Algebra, pages 336-7. Euler's proof with important additions due to Cauchy, may be seen in G. Chrystal's Algebra, Part II.

It is a fact worthy of note that Euler made no attempt to in vestigate the convergency of the series, though he clearly recognized the necessity of considering the convergency of infinite series. While Euler recognized the convergency of series, his conclusions in reference to infinite series are not always sound. In his time no clear notion as to what constitutes a convergent series existed, and the rigid treatment to which infinite series are now subjected was undreamed of. Euler concluded that the sum of the oscillating series \(1-1+1-1+1-1+\ldots\) \(=\frac{1}{2}\), for the reason, that by stopping with an even number of terms the sum is 0 , and hy stopping with an odd number of terms the sum is 1 . Hence, the sum of the series is \(\frac{1}{2}(0+1)-\frac{1}{2}\). Guido Grandi went so far as to conclude that \(\frac{1}{2}=0+0+0+0 \ldots\) The paper in which Euler cautions against divergent series contains the proof that \(\ldots \frac{1}{n^{2}}+\frac{1}{n}+1+n+n^{2}+n^{n} \ldots . \quad\) His proof is as fullows, \(n+n^{2}+n^{x}+\ldots=\frac{n}{1-n}, 1+\frac{1}{n}+\frac{1}{n^{2}}+\ldots \underset{n-1}{n} \cdot \frac{n}{n-1}+\frac{n}{1-n}\) \(=0\). Euler had no hesitation in writing \(1-3+5--\overline{7}+9--\ldots\). . and he min. fidently believed that \(\sin \phi-2 \sin 2 \phi+3 \sin 3 \phi-\ldots 0\).

A remarkable development. due to Euler. is what he named the hypergeometrical series, the summation of which he observed to be dependent upun the integration of linear differential equations of the second order. but it remained for Gauss to point out that for special values of the letters. this series represented nearly all the functions then known. By giving the factors \(641 \times\) (ij)(NH) \(l_{i}^{-}\) of the number \(2^{2 x}+1=-=4294967297\) when \(n-5\), he pointed out the fact that this ression did not always represent primes, as was supposed by Fermat.

The sources from which this bingraphy has been obtained are Cajori's and Hiatory of Muthematics, and the Encyrinpedin Brilannirn.

\section*{MOMENTS OF INERTIA.}

By C. B. M. ZERR, A. M., Ph. D., President and Professor of Mathematies in Russell College, Lebanon, Va.
\(\qquad\)
It is the purpose of this paper to put on record formule for the Moments Inertia of the plane areas, \(\binom{x}{a}^{\frac{2}{2 m+1}}+\left(\frac{y}{b}\right)^{\frac{2}{2 n+1}}=1\), and the solid bounded the surface, \(\left(\frac{x}{a}\right)^{\frac{2}{2 m i}}+\left(\frac{y}{b}\right)^{2 n^{2}+i}+\left(\frac{z}{c}\right)^{2 p^{2}-\bar{i}}=1\).

Let \(\mu\) be the mass of a unit, (a) area, (b) volume.
(a) Areas, when \(n\) ind \(m\) are positive integers.

For the \(r\)-axis,
\[
\begin{align*}
& I=4 \mu \iint_{0}^{0} d x l y-\frac{4 n l^{3} \mu}{\frac{4}{(2 n+1)(2 n+1)}} \cdot \frac{I^{\prime}\left(m+\frac{1}{2}\right) I^{\prime}\left(3 n+\frac{3}{2}\right)}{I^{\prime}(m+3 n+3)} \\
&=\frac{\mu n b^{3}(2 m+1)(2 n+1)(6 n+1) I^{\prime}\left(m+\frac{1}{2}\right) I^{\prime}\left(3 n+\frac{1}{2}\right)}{2(m+3 n+2)(m+3 n)(m+3 n+1) l^{\prime}(m+3 n)} \ldots \tag{1}
\end{align*}
\]
\[
\begin{equation*}
-\frac{1.3 .5 \ldots \ldots(2 m+1) \times 1.3 .5 \ldots(6 n+1)}{24.6 \ldots \ldots 2(m+3 n+2)} .2 \pi \mu \pi l^{3}(2 n+1) \tag{2}
\end{equation*}
\]

For the \(y\)-axis,
\[
\begin{equation*}
=4 \mu \int_{0}^{0} x^{2} d x d y=\frac{\mu n^{3} b(2 m+1)(2 n+1)\left((3 m+1) l^{\prime}\left(3 m+\frac{1}{2}\right) l^{\prime}\left(n+\frac{1}{2}\right)\right.}{2(3 m+n+2)(3 m+n+1)(3 m+n)} l^{(3 m+n)} \tag{3}
\end{equation*}
\]
\(-\frac{1.3 .5 \ldots \ldots(6 m+1) \times 1.3 .5 \ldots .(2 n+1)}{2.4 .6 \ldots \ldots 2(3 m+n+2)} .2 \pi \mu a^{3} h(2 m+1) \ldots\).
For an axis through its center perpendicular to its plane,
\[
\begin{equation*}
I_{2}=I+I_{1} . \tag{5}
\end{equation*}
\]

The product of inertia of a quadrant about its axes is.
\[
\begin{align*}
& =\mu \iint \cdot r y d x d y=\frac{\mu a^{2} b^{2}}{4} \quad \frac{l^{\prime}(2 m+2) l(2 n+1)}{l(2 m+2 n+3)} \\
& \begin{array}{c}
\mu n^{2} b^{2} m n(2 m+1)(2 n+1) I^{\prime}(2 m) I(2 n) \\
4(m+n+1)(m+n)(2 m+2 n+1) I(2 m+2 n)
\end{array} \tag{i}
\end{align*}
\]
\(=\frac{1.2 .3 .4 \ldots \ldots(2 m+1) \times 1.2 .3 .4 \ldots \ldots(2 n+1)}{1.2 .3 .4 \ldots \ldots(2 m+2 n+2)} \cdot \frac{\mu a^{2} b^{2}}{4}\)
Let \(m-\cdots \cdots()\). Then for the ellipre, \(\left(\frac{0}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}=1\).
\(I=\frac{1}{4} \pi \mu a b^{8}, \quad I_{1}=\frac{1}{4} \pi \mu a^{8} b, \quad I_{2}=\frac{1}{1} \pi \mu a b\left(a^{2}+b^{2}\right), \quad p==\frac{1}{k} \mu a^{2} b^{2}\).
Let \(m \div n=1\). Then for the hypocycloid, \(\left(\frac{x}{a}\right)^{3}+\left(\frac{y}{b}\right)^{3}=1\).

(b) Solids, when \(m, n\), and \(p\) are positive integers.

W'ith regard to the plane ( \(y z\) ),
\(I=x_{\mu} \iint_{0} \int_{0} x=d x d y d z\)

\(=-\frac{4 u c^{3} h r(2 m+1)(2 n+1)(2 p+1)(6 m+1) l^{\prime}\left(3 m+\frac{1}{2}\right) /\left(n+\frac{1}{2}\right) I\left(p+\frac{1}{2}\right)}{(6 m+2 n+2 p+5)(6 m+2 n+2 p+3)(6 m+2 n+2 p+1) l^{\prime}\left(3 m+n+p+\frac{1}{4}\right)} \ldots\)
\(=1.3 .5) \ldots \ldots(6 n+1) \times 1.3 .5 \ldots \ldots(2 n+1) \times 1.3 .5 \ldots . .(2 p+1)\)
1.3.5.. .. (6m \(2 n+2 p+5)\)
\(\times 4 \mu \pi n: \ln (2 m+1)\)
With regard to the plane (.r).
\(I_{1} \cdots \times \mu \iint_{0}^{0} \int_{1}=\| d!d z\)
\(=\frac{4 \mu n b^{3} c(2 m+1)(2 n+1)(2 p+1)(6 n+1) l^{\prime}\left(m+\frac{1}{2}\right) l^{\prime}\left(3 n+\frac{1}{2}\right) l^{\prime}\left(p+\frac{1}{4}\right)}{(2 m+6 n+2 p+5)(2 m+6 n+2 p+3)(2 m+6 n+2 p+1) l^{\prime}\left(m+3 n+p+\frac{1}{2}\right)}\)
\(=\frac{1.3 .5 \ldots(2 m+1) \times 1.3 .5 \ldots(6 n+1) \times 1.3 .5 \ldots \ldots(2 p+1)}{1.3 .5 \ldots \ldots(2 m+(6 n+2 p+5)}\).
\(\times 4 \mu \pi n b^{3} c(2 n+1)\)
- With regard to the plane (i.!).
\[
\begin{gather*}
I_{t}=-x \mu \iiint z d x d y d z \\
=\frac{4 \mu m b c^{8}(2 m+1)(2 n+1)(2 p+1)(6 p+1) I^{\prime}(m+\ell) I^{\prime}\left(n+\frac{1}{2}\right) I\left(3 p+\frac{1}{2}\right)}{(2 m+2 n+6 p+5)(2 n t+2 n+6 p+3)(2 m+2 n+6 p+1) I^{\prime}\left(m+n+3 p+\frac{1}{2}\right)}
\end{gather*}
\]
\(.3 .5 \ldots \ldots(2 m+1) \times 1.3 .5 \ldots \ldots(2 n+1) \times 1.3 .5 \ldots \ldots(6 p+1)\)
\(13.5 \ldots . .(2 m+2 n+6 p+5)\)
\(\times 4 \mu \pi n b c^{s}(2 p+1)\)
\(I_{8}=I+I_{1}\), for \(\varepsilon\)-axis, \(I_{4}=\mathbf{I}+I_{2}\), for \(y\)-axis,
\(I_{5}=I_{1}+I_{2}\), for \(x\)-axis, \(I_{0}=I+I_{1}+I_{2}\), for center.
Product of inertia of an octant of the solid with regard to the ( \(y, z\) ) axes,
\[
\mu \iiint_{0} y z d \cdot c d y d z=\frac{\mu\left(l b^{8} c^{2}\right.}{\frac{8}{(2 m+1)(2 n+1)(2 p+1)}} \cdot \frac{\left.\left.l^{\prime}\left(m+\frac{1}{8}\right) l^{\prime}\right) 2 n+1\right) I^{\prime}(2 p+1)}{l^{\prime}\left(m+2 n+2 p+\frac{1}{2}\right)} .
\]
\[
\begin{equation*}
\frac{4 \mu n b^{2} r^{2} n p(2 m+1)(2 n+1)(2 \eta+1) I\left(m+\frac{1}{8}\right) I(2 n) I(2 p)}{2 m+4 n+4 p+5)(2 m+4 n+4 p+3)(2 n+4 n+4 p+1) I(m+2 n+2 p+1)} \tag{14}
\end{equation*}
\]
\(\frac{2.3 \ldots \ldots(2 n+1) \times 1.2 .3 \ldots \ldots(2 p+1) \times \frac{1}{2} \cdot \frac{8}{2} \cdot \ldots \ldots\left(\frac{2 m+1}{2}\right)}{\frac{1}{2} \cdot \frac{2}{2} \cdot \frac{5}{2} \cdot \overline{2} \ldots\left(\frac{2 m+4 n+4 p+5}{2}\right)} \cdot \frac{\mu n b^{2} c^{2}}{4}\)
\(=\frac{1.2 \cdot 3.4 \ldots \ldots(2 n+1) \times 1 \cdot 2 \cdot 3.4 \ldots \ldots(2 p+1)}{(2 m+3)(2 m+5) \ldots \ldots(2 m+4 n+4 p+5)} \cdot \mu a b^{2} c^{2} .2^{2(n \div p)}\)
With regard to the axpe (.r. z).
\(r_{1}-\mu \iiint_{0} r z d \cdot r \mid l_{1} d z\).
\[
\begin{gather*}
4 \mu n^{2} b c^{9} m p(2 m+1)(2 n+1)(2 p+1) /(2 m) 1\left(n+\frac{1}{2}\right) I(2 p) \\
4 m+2 n+4 p+5)(4 m+2 n+4 p+3)(4 m+2 n+4 p+1) /\left(2 m+n+2 p+\frac{1}{2}\right) \tag{i}
\end{gather*}
\]
\[
\begin{equation*}
=\frac{2^{2(m-p)} 1.2 .3 .4 \ldots \ldots(2 m+1) \times 1.2 .34 \ldots \ldots(2 p+1)}{(2 n+3)(2 n+5) \ldots \ldots(4 m+2 n+4 p+5)} \mu \pi^{2} b r^{8} \ldots \tag{17}
\end{equation*}
\]

With regard to the axea (r.!),
\[
I_{=} \cdots \mu \int_{0}^{0} \int_{0}^{0} x y / d \cdot c l y / d z
\]
\[
\frac{4 \mu \pi^{2} b^{2} \operatorname{mnn}(2 m+1)(2 n+1)(2 p+1) l^{\prime}(2 m) I^{\prime}(2 n) l^{\prime}\left(p+\frac{1}{2}\right)}{4 m+4 n+2 p+5)(4 m+4 n+2 p+3)(4 n+4 n+2 p+1) l^{\prime}\left(2 m+2 n+p+\frac{1}{2}\right)}
\]
\[
=\frac{2^{2(m)} 1.2 .3 .4 \ldots \ldots(2 m+1) \times 1.2 .3 .4 \ldots \ldots(2 n+1)}{(2 p+3)(2 p+5) \ldots \ldots(4 m+4 n+2 p+5)} \cdot \mu n^{2} b^{2} c \ldots(19) .
\]

Let \(m \therefore n=0\). Then for \(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}+\left(\frac{z}{c}\right)^{x}=1\),
\(I=1_{18} \mu \pi a^{8} b r, \quad I_{1}=-\frac{4}{15} \mu \pi a b^{8} c, \quad I_{2}=1_{15}^{4} \mu \pi a b c^{2}\),
\(I_{8}=1_{8} \mu \pi a b c\left(a^{2}+b^{2}\right), \quad I_{4}=\frac{4}{18} \mu \pi a b c\left(a^{2}+c^{2}\right)\),
\(I_{5}=1_{15} \mu \pi a l i c\left(b^{2}+c^{2}\right), \quad I_{0}=\frac{1}{18} \mu \pi a h c\left(a^{2}+b^{2}+c^{2}\right)\),
\(P=1_{5}^{1} \mu a b^{2} c^{2}, \quad J_{1}=\frac{1}{18} \mu a^{2} b r^{2}, \quad P_{2}=\frac{1}{18} \mu a^{2} b^{2} c\).
Let \(m_{2}=-n-p=1\). Then for \(\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{3}+\left(\frac{z}{c}\right)^{3}==1\),

\(I_{3}=-\frac{1}{15} \mu \pi a b c\left(a^{2}+b^{2}\right), \quad I_{4}=-t_{15} \mu \pi a b c\left(a^{2}+c^{2}\right)\),
\(I_{5}={ }_{i}^{4} \mu \pi a b r\left(b^{2}+c^{*}\right), \quad I_{b}=i_{i}^{4} \mu \pi a b r\left(a^{2}+b^{2}+c^{2}\right)\),
\(P=\frac{64 \mu a b^{2} c^{2}}{15.13 .11 .7 .5}, \quad P_{1}=\frac{64 \mu a^{2} b c^{2}}{15.13 .11 .7 .5}, \quad r_{2}=\frac{64 \mu a^{2} b^{2} c}{15.13 .11 .7 .5}\).
Thus we could multiply examples without number.
Formulæ (1), (3), (6), (8), (10), (12), (14), (16). (18), will hold for m. n. \(p\) fractional as well as integral.

For the radius of gyration we have
\[
k_{n}=-I_{\mu}, \quad K_{n}=-I_{\mu} I^{\prime},
\]

Where \(A\) and 1 are known, (see American Mathematical. Monthiy. page 380, Vol. I.. No. 11.)

\section*{A SIMPLE DEDUCTION OF THE DIFFERENTIAL OF LOGr.}

\section*{By J. W. MICHOLSON. A. M.. LL. D.. Professor of Mathematics in Louisiana State University.}
\[
\begin{equation*}
\text { Leet } f(x)-\log x \ldots \ldots . . . \tag{2}
\end{equation*}
\]

Differentiate. \(f^{\prime}(x!y)(y d x+x d y)-f^{\prime}(x) d x+f^{\prime \prime}(y) d y\)
Since (3) is true when \(x\) and y are independent.
\(f^{\prime}(x y): y d x=-f^{\prime}(x) d x\)
(4). and \(f^{\prime}(x y) x d y=f^{\prime}(y) d y\).
\[
\begin{array}{r}
(4) \div\left(\frac{1}{n}\right), \frac{f^{\prime}(x)}{f^{\prime}(y)}-\frac{!}{x} \cdots \frac{1 / x}{1 / y} \ldots \ldots \ldots  \tag{b}\\
\therefore f^{\prime}(x)--_{x}^{m}, \quad f^{\prime}(y)-=\prod_{y}^{m} \ldots \ldots(\overline{1}) . \quad \therefore \text { dlog} x=-{ }_{r}^{m} d x
\end{array}
\]
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Proporiton XXX. To any terminated straight \(A B\) atand: at right angles . 36.) a certain unbounded straight \(B X\). I say fratly, that the straight \(A Y\), ed perpendicularly toward the amme parts upon will be one intrinsic limit of allthose straighte, \(h\) drawn from the point \(A\) out toward the same s have (in hypothesis of acute angle) a common endicular in two distinet pointa with the other unded atraight \(B X, I\) say secondly that no \(s\) angle will be the minimum of all, produced tr which a straight from the aforesaid point \(A\) he aforesaid hypothesis) has in twoo distinct


Fig. 36. is a common perpendicular woith \(B X\).

Proof of the first part.
For since \(A Y\) has in common at two distinct points \(A\) aud \(B\) the perpenlar \(A B\) with \(B X\); if any straight \(A Z\) is drawn toward the same parts under btuse angle, it follows there can be toward these parts in two distinct points ommon perpendicular to \(\boldsymbol{A Z}, \boldsymbol{B X}\). Otherwise from the resulting quadrilatcontaining four angles greater then four right angles, we hit (from ProposiXVI.) upon the aiready rejected hypothesis of obtnse angle, againet the hy. esis of acnte angle in this place assumed.

Therefore that perpendicular \(A Y\) will be from that side an intrinsic limit of be straights which drawn from the point \(A\) toward the same parts have (in hypothesis of acute angle) at two diatinct points a common perpendicular the other unbounded atraight \(B X\). Quod erat primum.
Proof of the second part.
For if it were possible, let a certain acute angle be the least of all, drawn sr which \(A N\) has with \(B X\) in two distinct points the common perpendicular

Then in \(B X\) a bigher point \(K\) being assumed, from this erect to \(B X\) the rendicular \(K L\), apon which from the point \(A\) let fall (by Euclid I. 12) the rendicular \(A L\).

But now, if this \(A L\) meets \(N D\) in any point \(S\), it certainly follows that e \(B A L\) will be less than \(B A N\), which therefore will not be the least of all in under which \(A N\) has with \(R X\) in two distinct pointe a common perpen. lar ND.

But furthermore that the aforesaid perpendicular \(N D\) is cut by this perlicular \(A L\) in some intermediate point of it \(S\) is thus demonstrated.

And first indeed, that \(B K\) cannot be cut by \(A L\) in any point \(M\) follows absolutely from Euclid I. 17, since otherwise in the same triangle \(M K L\) we would have two right angles at the points \(K\) and \(L\), apart from the fact that in this cave we would have our assertion about that angle \(B A N\), that it is not in such circam. stances the least of all.

But again \(A L\) cannot be the continuation of \(A N\); because otherwise in the quadrilateral \(N D K L\) we would have four right angles, against the hypothesis of acute angle.

But neither can it cut \(D N\) produced in any exterior point \(H\); becanse an. gle \(A F N\) (from Euclid I. 16) would be acute, on account of the external angle \(A N D\) supposed right ; and therefore angle \(D H L\) would be obluse, and so in the quadrilateral \(D H L K\) we would have four angles, which taken together would be greater than four right angles, against the aforesaid hypothesis of acute angle.

Therefore it follows that the angle BAN must be cut by this \(A L\), and therefore cannot be declared the least of all, drawn under which \(A N\) has with \(B X\) in two distinct points a common perpendicular ND.

Quod erat secundo loco demonstrandum. Itaque constat etc.
Corollary. But hence is permitted to observe, that under a lesser angle \(B A L\) is obtained (in hypothesis of acute angle) a common perpendicular \(L K\), more remote indeed from the base \(A B\), as follows from the construction, bat moreover less than the other nearer common perpendicular \(N D\), which is obtained under a greater angle \(B A N\).

The reason of this latter is because in the quadrilateral LKDS the angle at the point \(S\) is acute in the aforesaid hyputhesis, since the three remaining angles are supposed right.

Wherefore (from Corullary I. to Proposition III.) the side \(L K\) will be less than the opposite side \(S D\), and so much less than the side \(N D\).
[Tn be Continued.l

\section*{SOPHUS LIE'S TRANSFORMATION GROUPS.}

\author{
A SERIES OF EI.EMENTARY, EXPOBITORY ARTICLFS. \\ By EdGAR ODELL LOVETT, Priaceton Daiversity.
}
III.

Construction of a One Parameter Group from an Infinitbbimal Trangformation.
y. Let there be given the one parameter continuous group
\[
\begin{equation*}
x_{1}=\varphi(x, y, a), \quad y_{1}=\psi(x, y, a) \tag{1}
\end{equation*}
\]
assume furthrer that it contains the inverse transformation of every transformation in it, i.e. that the solutions of the equations (1) with regard to \(x\) and \(y\) have the form
\[
x=\phi\left(x_{1}, y_{1}, b\right), \quad y=\psi\left(x_{1}, y_{1}, b\right),
\]
in which \(b\) is a canstant depending only on \(a\). In the preceding paragraphs the theorem of Lie that every one parameter group whose transformations are inverse in pairs contains an infinitesimal transformation was arrived at both geometrically and analytically. Either process may be formulated symbolically as follows. If \(T_{a}\) represent the transformation of the group corresponding to the parameter \(a\), its inverse \(T_{a}^{-1}\) is also contained in (1) by hypothesis. Further \(T_{a}+8 a\) will represent the transformation corresponding to the parameter \(a+\delta u\), and therefore the transformation of the group (1) that differs from \(T_{a}\) by an infinitesimal. The successive application or the product of \(T_{a+8 a}\) and \(T_{a}{ }^{-1}\), namely \(T_{a+8 a} T_{a}{ }^{-1}\) (which belongs to the group by virtue of our first supposition that the product of any two transformations of the group is itself a transformation of the group), differs infinitesimally from \(T_{a} T_{a}{ }^{-1}\), the identical transformation, and bence is itself an infinitesimal transformation belonging to the group (1).
10. On the other hand there is always a completely determinate continuous group of transformations which contains a given infinitesimal transformation. The truth of this assertion may be made to appear symbolically in the following manner.

Let \(S\) be any arbitrary transformation in the \(x y\)-plane. Construct the transformations which are eqnivalent to the repetition of \(S\) once, twice, and so on to \(n\)-times ; also the inverse of \(S, S^{-1}\), and those equivalent to the repetition of this inverse once, twice, and so on to \(n\)-times; we then have an infinite family of transformations,
\[
\ldots, S^{-n}, \ldots, S^{-2}, S^{-1}, S^{0}, S^{1}, S^{2}, \ldots ., S^{n}, \ldots .
\]
where \(S^{0}\) is the identical transfurmation, while \(n\) represents every possible positive whole number. This infinite family is a group, since if \(p\) and \(q\) are two positive or negative numbers, the product of \(S^{p}\) and \(S^{q}\) is equivalent to \(S^{p+q}\), but the group is a discontinuous one.

In this manner, beginning with an arbitrary transformation \(S\) an infinite number of discontinuous groups in \(x\) and \(y\) may be constructed. Passing now to the limiting case, if, in particular, \(S\) is an infinitesimal tranaformation, then \(S^{n}\) and \(S^{n+1}\) differ from each other by an infinitesimal, and we have accordingly a continuous group constructed from, and containing the infiniteslmal transformation, \(S\).
11. Lie has invented an ingenious kinematical illustration of this limiting case, which serves as a concrete introduction to the rigornus demonstration of the theorem.

The infinitesimal transformation is defined by two equations of the form
\[
\begin{equation*}
x^{\prime}=x+\xi(x, y) \delta t+\ldots ., \quad y^{\prime}=y+\eta(x, y) \delta t \ldots, \tag{2}
\end{equation*}
\]
where \(\xi\) and \(\eta\) are any two given functions of \(x\) and \(y\), the quantity \(\delta t\) an infinitesinal, and the terms omitted convergent power series in \(\delta t\) beginning with \(\delta t^{2}\).

The coördinates of the transformed point \(\left(x^{\prime}, y^{\prime}\right)\) differ from those of the original point \((x, y)\) by the infinitesimal increments
\[
\delta x=\xi(x, y) \delta t, \quad \delta y=\eta(x, y) \delta t
\]
when terms of the second order of infinitesimals are neglected. The infinitesimal transformation makes correspond to every point ( \(x, y\) ) an infinitesimal arrow (say) whose length is
\[
\sqrt{\delta x^{2}+\delta y^{2}}=\sqrt{\xi^{2}+\eta^{2}} \delta t
\]
and direction
\[
\frac{\delta y}{\delta x}=\frac{\eta}{\vdots} ;
\]
and in general to different points arrows of different lengths and different directions. The infinitesimal transformation thus puts all the points \((x, y)\) of the plane in motion, and if the variable \(t\) be taken as the time, these points describe
 on the axes are \(\xi \delta t\) and \(\eta \delta t\). In the first element of time \(\delta t\) the point \((x, y)\) goes over into ( \(x^{\prime}, y^{\prime}\) ) describing the path \(\sqrt{\bar{\xi}(x, y)^{2}+\eta(x, y)^{2}} \delta \ell\), in the next element \(\delta t\) it runs over the infinitesimal path \(\sqrt{\bar{\xi}\left(x^{\prime}, y^{\prime}\right)^{z}+\eta\left(x^{\prime}, y^{\prime}\right)^{2}} \delta t\), and so on. The original point ( \(x, y\) ) assumes, by the continued application of the infinitesimal transformation, a continuous series of positions which inay be represented by a curve. This motion of the points of the plane is characterized by the fact that the components of the velocity of every point \((x, y)\) have the values
\[
\frac{d x_{1}}{d t}=\xi\left(x_{1}, y_{1}\right), \quad \frac{d y_{1}}{d t}=\eta\left(x_{1}, y_{1}\right)
\]
which depend only on the position and not on the time. Since the change of position is to repeat itself from moment to moment, the motion is a so-called stationary motion and can be compared to the flow of the particles of a compressible fluid. That the phenomena of a stationary motion exhibit the group property is readily seen, for if the stationary motion carries the points \((x, y)\) to the position, ( \(x_{1}, y_{1}\) ) in the time \(t_{1}\) and then these new points ( \(x_{1}, y_{1}\) ) to the positions ( \(x_{2}, y_{2}\) ) in the time \(t_{2}\), it is clear that the motion carries the original points \((x, y)\) to the positions \(\left(x_{2}, y_{2}\right)\) in the time \(t_{1}+t_{2} ; i\). e. the successive performance of two transformations ( \(t_{1}\) ) and ( \(t_{2}\) ) of the family is equivalent to a single transformation ( \(t_{1}+t_{2}\) ) of the family.
12. This kinematical illustration may now be replaced by the following rigorous analytical reasoning.

The two differential equations
\[
\begin{equation*}
\frac{d x_{1}}{d t}=\xi\left(x_{1}, y_{1}\right), \quad \frac{d y_{1}}{d t}=\eta\left(x_{1}, y_{1}\right) \tag{3}
\end{equation*}
\]
determine \(x_{1}\) and \(y\), as functions of \(t\), and the initial values corresponding to \(t=0\)
which we take as \(x_{1}=x, y_{1}=y\). In order to determine these functions \(x_{1}\) and \(y_{1}\), it is necessary to integrate the simultaneous system
\[
\begin{equation*}
\frac{d x_{1}}{\xi\left(x_{1}, y_{1}\right)}=\frac{d y_{1}}{\eta\left(x_{1}, y_{1}\right)}=d t \tag{4}
\end{equation*}
\]
with the initial conditions that \(x_{1}=x\) and \(y_{1}==y\) for \(t=0\).
This integration is effected as follows The differential equation in \(x_{1}, y_{1}\)
\[
\frac{d x_{1}}{\xi\left(x_{1}, y_{1}\right)}=\frac{d y_{1}}{\eta\left(x_{1}, y_{1}\right)}
\]
has an integral, \(\Omega\left(r_{1}, y_{1}\right)\), which, since it is free from \(t\); is alsn an integral of the whole simultaneous system (4). In order to find the second integral of the system which contains \(t\), we eliminate say \(y_{1}\) between the two equations
\[
\Omega\left(x_{1}, y_{1}\right)=\text { constant }=c, \quad \text { and } \quad \frac{d x_{1}}{\xi\left(x_{1}, y_{1}\right)}=d t
\]
and obtain a differential equation,
\[
\frac{d x_{1}}{\theta\left(x_{1}, c\right)}=d t .
\]

Since the left hand member of this equation does not contain \(t\) it can be integrated by a quadrature* and its integral has the form \(f\left(x_{1}, c\right)-t\). But this is not an integral of the system (4) until \(r\) has been eliminated by means of the equation \(O\left(x_{1}, y_{1}\right)=c\). Eliminating \(c\), the second integral of the system (4) appears in the form \(W\left(x_{1}, y_{1}\right)-t . \dagger\)

Finally, determining the constants of integration by the initial conditions that \(x_{1}=x, y_{1}=y\) for \(t=0\), we have as the result of the integration
\[
\begin{align*}
& \Omega\left(x_{1}, y_{1}\right)=\Omega(x, y) \\
& W\left(x_{1}, y_{1}\right)-t=W(x, y) . \tag{5}
\end{align*}
\]

Without solving these equations for \(x_{1}, y_{1}\) it is easy to see that they define a one parameter group, for the transformation of the family (5) which corresponds to the parameter value \(t\) carries the points ( \(x, y\) ) into the points ( \(x_{1}, y_{1}\) ), whose coördinates can be found by solving the equations (5) for \(x_{1}, y_{1}\). A sec-
*By the term quadrature is meant an integral of the form \(\int F(x) d x\). It is as. sumed that a quadrature can always be perfurmed.
\(\dagger\) The reader will observe that this same integral would have been found had we begun by eliminating \(x_{1}\) from \(\frac{d y_{1}}{\eta\left(x_{1}, y_{1}\right)}=d t\) by means of \(\Omega\left(x_{1}, y_{1}\right)=c\). This elimination would have given the differential equation \(\frac{d y_{1}}{\lambda\left(y_{1}, c\right)}=d t\); the integral of the latter, \(\mu\left(y_{1}, c\right)-t\), is found by a quadrature; eliminating \(c\) by means of \(\Omega\left(x_{1}, y_{1}\right)=r\), we have finally the second integral of the system, \(W\left(x_{1}, y_{1}\right)\)-t.
ond transformation of the same family with the parameter value \(t_{1}\) will change the points ( \(x_{1}, y_{1}\) ) into the points ( \(x_{2}, y_{z}\) ) whose coordinates are found from the equations,
\[
\begin{align*}
& \Omega\left(x_{2}, y_{8}\right)=\Omega\left(x_{1}, y_{1}\right)  \tag{6}\\
& W\left(x_{2}, y_{8}\right)-t=W\left(x_{1}, y_{1}\right) .
\end{align*}
\]

In order to find the transformation which carries the original points \(\left(x_{1}, y_{1}\right)\) directly into the final positions ( \(x_{z}, y_{z}\) ), it is only necessary to eliminate \(x_{1}, y_{1}\) from the equations (5) and (6). The elimination gives at once
\[
\begin{aligned}
& \Omega\left(x_{2}, y_{2}\right)=\Omega(x, y) . \\
& W\left(x_{2}, y_{2}\right)-\left(t+t_{1}\right)=W(x, y) .
\end{aligned}
\]

But these equations represent the transformation of the family (5) corresponding to the parameter value \(t+t_{1}\); hence the family (5) possesses the group property. The group contains also the inverse transformation of every transfor. mation in it and the identical transformation.

The equations (5) can be solved with regard to \(x_{1}, y_{1}\) in the form
\[
\begin{equation*}
x_{1}=\Phi(x, y, t), \quad y_{1}=\Psi(x, y, t) . \tag{7}
\end{equation*}
\]

These two functions can be expanded in powers of \(t\) by Maclaurin's theorem. In order to effect the expansion we must have the values
\[
\left(\frac{d x_{1}}{d t}\right)_{i=0}, \quad\left(\frac{d^{2} x_{1}}{d t^{2}}\right)_{t=0}, \cdots
\]

From equations (4) we have \(\frac{d x_{1}}{d t}=\xi\left(x_{1}, y_{1}\right)\). with \(x_{1}=x, y_{1}=y\), for \(t=0\);
hence,
\[
\left(\frac{d x_{1}}{d t}\right)_{t=0}=\xi(x, y)
\]

The equations (4) give also
\[
\begin{array}{rl}
\frac{d^{2} x_{1}}{d t^{2}}=\frac{\partial \xi\left(x_{1}, y_{1}\right)}{\partial x_{1}} \cdot d x_{1} & d \frac{\partial \xi\left(x_{1}, y_{1}\right)}{\partial y_{1}}-d y_{1} \\
d \iota \\
& =\frac{\partial \xi\left(x_{1}, y_{1}\right)}{\partial x_{1}} \xi\left(x_{1}, y_{1}\right)+\frac{\partial \xi\left(x_{1}, y_{1}\right)}{\partial y_{1}} \eta\left(x_{1}, y_{1}\right) ;
\end{array}
\]
hence
\[
\left(\frac{d^{2} x_{1}}{d t^{2}}\right)_{t=0}=\frac{\partial \xi(x, y)}{\partial x} \xi(x, y)+\frac{\partial \xi(x, y)}{\partial y} \eta(x, y) .
\]

Similarly, \(\quad\left(\frac{d y_{1}}{d t}\right)_{t=0}=\eta(x, y), \quad\left(\frac{d^{2} y_{1}}{d t^{2}}\right)_{t=0}=\frac{\partial \eta(x, y)}{d x} \xi(x, y)+\frac{\partial \eta(x, y)}{d y} \eta(x, y)\).
Accordingly equations (7) become by Maclaurin's theorem,
\[
\begin{align*}
& x_{1}=x+\xi(x, y) t+\left(\xi \frac{\partial \xi}{\partial x}+\eta \frac{\partial \xi}{\partial y}\right) \frac{t^{2}}{1.2}+\ldots, \\
& y_{2}=y+\eta(x, y) t+\left(\xi \frac{\partial \eta}{\partial x}+\eta \frac{\partial \eta}{\partial y}\right) \frac{t^{2}}{1.2}+\ldots \tag{8}
\end{align*}
\]

The reader will observe that \(t=0\) in the equations (8) gives the identical unsformation, and \(t=\delta t\) gives an infinitesimal transformation which to terms of e second order agrees with the original infinitesimal transformation (2).

All these facts may now be summed up in the following theorem of Lie:
Every infinitesimal traneformation
\[
x_{1}=x+\xi(\dot{x}, y) \delta t+\ldots, \quad y_{1}=y+\eta(x, y) \delta t+\ldots,
\]
longs to at least one one parameter group with inverse tranaformations, when infinsimals of the second and higher orders are neglected. The finite equations of this my are found by integrating the simultaneous system
\[
\frac{d x_{1}}{\xi\left(x_{1}, y_{1}\right)}=\frac{d y_{1}}{\eta\left(x_{1}, y_{1}\right)}=d t,
\]
th the initial conditions
\[
x_{1}=x, \quad y_{1}=y, \quad \text { for } t=0,
\]
the form
\[
\begin{aligned}
& \Omega\left(x_{1}, y_{1}\right)=\Omega(x, y), \\
& W\left(x_{1}, y_{1}\right)-t=W(x, y) ;
\end{aligned}
\]
solved with regard to \(x, y\), and developed in powers of \(t\), in the form
\[
\begin{aligned}
& x_{1}=x+\xi(x, y) \frac{t}{1!}+\left(\xi \frac{\partial \xi}{\partial x}+\eta \frac{\partial \xi}{\partial y}\right)-\frac{t^{2}}{1!}+\ldots, \\
& y_{1}=y+\eta(x, y) \frac{t}{1!}+\left(\xi \frac{\partial \eta}{\partial x}+\eta \frac{\partial \eta}{\partial y}\right) \frac{t^{2}}{2!}+\ldots,
\end{aligned}
\]

The one parameter group thus generated accordingly possesses an infinitesiultransfornation which in its terms of the first order is identical with the original Enitesimal traneformation.

We have now proved that every \(G_{1}\) contains an infinitesimal transforma\(n\) and conversely that every infinitesimal transformation generates a \(G_{1}\). We all prove in the next article that a \(G_{1}\) contains but one infinitesimal transforttion, with the converse thatan infinitesimal transformation belongs to but one . The theorems will be illustrated by concrete examples. These theorems ablish the equivalence of the notions one parameter group and infinitesimal nsformation; that these notions may be used interchangeably is the funda:ntal principle of Lie's Theory of the Group of One Parameter.

Princeton University, 14 December, 1897.
[To be Oontinued.]

\section*{ALGEBRA.}

\section*{Condected by J. M. COLAW, Monterey, Va. All contributions to this dopartiment should be seat to him.}

\section*{SOLUTIONS OF PROBLEMS.}

\section*{74. Proposed by IELSOII 8. RORAY, South Jerrey Institate, Bridgoton, I. J.}

Solve according to the conditions given :
\[
1 \cdot \overline{x+1}+1 \cdot x=\frac{3}{1 \overline{1+x}}
\]

First, square without transposing and then solve; second, transpose \(\sqrt{x+1}\) and then solve. Obtain the same ronts as in the first way of solving.
I. Solution by J. M. BOORMAM, Counselor, Inventor, ote., ote., Howlott, L. I., Y. Y.

Sulve ("conditions given'") \(\sqrt[1]{x+1+1 \quad r=\frac{3}{1+x}}\).
The equation is of first degree. \(\therefore\) cans have but one root, c. g.
First. The conditioned operation gives, \(2(x+1)+\left.2 \rho^{\prime}(x+1)\right|^{\prime}\) r
\(=1+\frac{9}{1+x} . \quad\) Thence,\(\overline{x+1} \cdot 1 \quad x=-(x+1)+\frac{1}{1+}+\frac{9}{2(1+x)}\).
Square, etc., and reduce : \(\therefore 8(1+x)^{2}--4 \frac{1}{2}(1+x)=204\).

\(\therefore x=\frac{4}{8} ; x_{1}-{ }^{16}\).
BUт, apply \(x\), to the given equation. \(\therefore\left(\frac{3+4}{17}\right), \overline{-1}-\frac{3,7}{3,-1}=\frac{17}{1-1}\).
Now \(\begin{array}{r}3+4 \\ 17\end{array}=17 . \quad \therefore 171-1 \geqslant 1\left(\frac{1}{1-1}\right)\).
\(\therefore-1_{1} 7=1 ; 7\); or \(217-0!\) ! So \(x_{1}-1_{i}^{6}\) is unt a root of equation (A), but of its factor \(\overline{x+1}+1 x=\frac{-3}{1 \cdot \overline{1+x}}\), that inevitall!y results by the conditioned involution. Hence \(x=-\frac{1}{3}\) onl!.

Saronn (direct) "way." Transpose and aquare.
\(\therefore r=x+1-6+\frac{9}{1+2}\). Thence \(x=\frac{4}{3}\), [the "same root as in the first way."]
Proof. Apply this \(x=\frac{4}{3}\), in equation (A).
\(\therefore 1 \frac{3}{5}+1=\frac{31^{\prime} 5}{19} . \therefore\) as \(\frac{3+2}{15}=\frac{5}{15}=1^{\prime} 5,801^{\prime} 5=\frac{31}{19}=3_{1} 5=1,5\),
i. e. \(1^{\prime} 5=1.5\), satigfies equation (A). \(\therefore x=\frac{t}{6}\) is the one root of (A). Q. E. D.

\section*{II. Solution by J. SCBEFFRR, A. M., Hageratown. Md.}

Squaring the equation as it stands, we get \(2 x+1+2, x(x+1)=\frac{n}{x+1}\).
Clearing of fractions and leaving the radical by itself in the first member, e get \(\left.2(x+1)\right|^{\prime x(x+1)}=8-3 x-2 x^{2}\). Squaring, arranging, and cancelling, we it the quadratic \(35 x^{:}+52 x=64\), the two roots of which are \(x=\frac{5}{3}\) and \(-\frac{1}{2}\), the ie former of which satisfies the equation \(1 \overline{x+1}+1 x=\frac{3}{1 \times \overline{+}} \overline{1}\), and the latter ie equation \(1 \frac{x+1}{x+1} x-\frac{3}{1 \overline{x+1}}\).

Clearing the original equation of its denominator \(1 \overline{x+1}\), we have \(+1+1 \overline{r(x+1)}=3\), or \(\overline{x(x+1)}=2-x . \quad\) Squaring, we have \(5 . r=4 . \quad \therefore x-\frac{1}{b}\).
III. Soletion by F. M. MeGAW. A. M., Professor of Mathematics in Bordentowa Military Institute, Bordenw. M. J. ; CHAS. C. CR08s, Laytonsville, Md. ; G. B. M. ZERR. A. M., Ph. D., The Russell Colloge, Lebanon, L. : and J. P. BURDEITE, Class of '97. Dickinson Colloge. Carlisle. Pa.
\[
\begin{aligned}
& \text { (1), } \quad \overline{x+1}+1 x=\frac{3}{1 \overline{1+x}}, \quad 2 x+1+21 \quad r+x^{2}=\begin{array}{c}
9 \\
1+x
\end{array} \\
& \therefore 8-2 . r^{2}-3 x=2(x+1) \left\lvert\, \cdot \overline{x+x^{2}} . \quad \therefore 35 x^{2}+52 x=64 . \quad \therefore x=\frac{4}{5}\right., \text { or }-2 \%
\end{aligned}
\]
(2). Regarding \(1^{\prime} r+1\) as affected by the \(\pm\) sign
\[
\begin{aligned}
& 1 r=\frac{2-x}{1+r} \text { or } \frac{4+x}{11+\pi} . \\
& \therefore r=\left(4-4 \cdot r+r^{2}\right) /(1+x), \text { or }\left(16+8 . r+. r^{*}\right)(1+x) . \\
& \therefore r=4, \text { or } r=-2 \vdots .
\end{aligned}
\]

Almi milved liy A. H. BELLL.

\section*{76. Proposed by the late B. F. BURLESOII. Oneida Castle. M. Y.}

Mr. B's farm is in shape a quadrilateral, both inscriptible and circumriptible, and contains an area of \(k=10752\) square rods. The square described \(n\) the radius of its inscribed circle contains \(r^{2}=2304\) square rods; while the ןuare described on the radius of its circumscribed circle contains an area : \(\boldsymbol{R}^{2}=\mathbf{7} 345\) s \(\quad\) juare rods. Required the lengths of the sides of his farm.
I. Solution by G. B. M. ZERR. A. M., Ph. D., President and Professor of Mathematics in Russell College. banon. Va.

Let \(a, b, r, d\) be the sides required. By the comditions of the problem, \(+c=1+d ; a b c d=k=1156() 5504\)
\[
\begin{align*}
& \frac{1}{2} \cdot(a+b+c+d)=k, \text { or } a+b+c+d=2 k \cdot r=448 .  \tag{1}\\
& \therefore a+c=b+d=k / r=224 \ldots \ldots \ldots \ldots \ldots \tag{2}
\end{align*}
\]
\[
R=\} \sqrt{\frac{\left(a l_{1}+c a l\right)(a c+b d)(b c+a d)}{a b r d}} .
\]
\(\therefore(a b+c d)(a c+b d)(b c+a d)=16 R^{2} k^{2}=18585058880080\)
Subatituting (2) in (1) and (8), we get
\[
\begin{equation*}
\left(224 a-a^{2}\right)\left(224 b-b^{2}\right)=115605504 . \tag{4}
\end{equation*}
\]
\[
\{a b+(224-a)(224-b)\}\{a(224-a)+b(224-b)\}\{b(224-a)+a(224-b)\}
\]
\[
\begin{equation*}
=13585958830080 \tag{5}
\end{equation*}
\]

Eliminating \(b\) from (4) and (5), we get, after reducing and factoring,
\[
(a-168)(a-128)(a-96)(n-56)=0 .
\]
\(\therefore\) The sides are \(168,128,96,56\) rode, respectively.



Denoting the four consecutive sides of the quadrilateral by \(a, b, c, d\), we have, from well-known geometrical formule and principles:
abed \(=k^{*}\)
(1) ; \(r^{3}=a b c d /[a+c]^{3}=k^{2} /[a+c]^{3}\)
\(a+c=b+d=k / r \ldots \ldots .(8) ; \quad R^{4}=\{[a c=b d]\{a d+b c][a b+a d]\} / 16 z^{2}\)
Putting \(a c=x\), and \(b d=y\), we have in (4),
\([x+y]\left\{a c\left[b^{\prime \prime}+d^{*}\right]+y\left[a^{2}+c^{2}\right]\right\}=16 k^{*} R^{z}\); or
\([x+y]\left\{x\left[\left(k^{2} / r^{2}\right)-2 y\right]+y\left[\left(k^{1} / r^{2}\right)-2 x\right]\right\}=16 k^{2} R^{2} ;\) or
\([x+y]\left\{[x+y]\left[k^{2} / r^{2}\right]-4 x y\right\}=16 k^{\ell} R^{2}\), and since \(x y=a b e d=L^{s}\).
\([x+y]\left\{[x+y]-4 r^{2}\right\}=16 R^{2} r^{2}\); or, reduced
\([x+y]^{2}-4 r^{2}[x+y]=16 R^{*} r^{2}\); whence \(x+y=2 r^{2}+2 r r^{\prime} \overline{r^{5}+4 R^{4}}\),
and combining this with \(x y=k^{1}\), we figd \(x\) and \(y\). Thus, we find for the given numerical values \(x+y=21696, x y=115605504\), whence \(x=12848, y=9408\). Now we have \(a c=12288, a+c=224\), and \(b d=9408 . b+d=224\).

Whence \(a=-128, c=96, b=168, d=56\)

\section*{ili. solution by the proposgr.}

Let \(A B C D\) represent the farm, and let \(x=C D, y=D A, z=A B, v=B C\), in order. We have \(x+z=y+w \ldots \ldots \ldots \ldots \ldots\).......................... the following, where \(s=x+y+z+\infty\), the perimeter of the quadrilateral :

\(\boldsymbol{R}^{\mathbf{t}}=\{[x y+z w][x z+y n c][x w+y z]\}\)
\[
\begin{equation*}
+\{[8-2 x][s-2 y][s-2 z][8-2 v e]\} \ldots \tag{5}
\end{equation*}
\]

Substitute in (2). (4). and (5) :
\(m=x y+x z+x z 0+y z+y w+z w ;\)

\(n=x y z+x y v 0+s z v+, y z z 0 ;\) and \(p=c y z v\).

Then we shall have by involving terms and re-factoring,
\[
\begin{array}{r}
s=16 p-8^{4}+4 s^{2} m-88 n \ldots \ldots \ldots \ldots \ldots(6) ; k^{2}=-p . \ldots \\
R^{2}=16 p-8^{4}+48^{2} m-8 x n=n^{2}-4 p m+p \Omega^{2} .
\end{array}
\]

From (3), (6), (7), and (8), we obtain by elimination and resolution, \(2 k / r=448 ; \quad m=\left[k^{2}+r^{3} n\right] / r^{2} k=71872 ; n=2 r k+2 k_{1}\left[\overline{\left[4 R^{2}+r^{2}\right.}\right]=4859904 ;\) \(p=k^{2}=115605504\).
We now, by the "Theory of Equations," construct the biquadratic, the \(\therefore\) roots of which will be the values of \(x, y, z\), and \(v\).
\[
\begin{equation*}
x^{4}-448 x^{3}+71872 x^{2}-4859904 x=-115605504 . \tag{9}
\end{equation*}
\]

The four roots of equation (9), we find to be \(56,96,128\), and 168 . Arging these values in conformity with equation (1), we have, \(C D=x=56\) rods, \(=y=96\) rods, \(A B-z=168\) rods, and \(B C=v-128\) rods.

\section*{IV. Solution by A. B. BELL, Hillsboro. milinois.}

Since circumscriptible quadrilaterals have the sums of their opposite sides al, take \(x+y, x+z, x-y, x-z\), for the sides \(A B, B C, D C\), and \(A D\).
\(\therefore 2 r x=k, x-k / 2 r\)
\(\overline{B D)^{z}}=-=[x+y]^{z}+[x-z]^{z}-2[x+y][r-z] \cos A\)
\(\overline{B I})^{2}=[x+z]^{2}+[x-y]^{2}+2[x-y][\cdot x+z] \cos A\),
\(\{\cos C \cos [180-A]=-\cos A\}\)
\(\therefore \cos A=\frac{x[y-z]}{x^{2}-y^{2}} . \quad \sin ^{2} A-1-\cos =A--x^{2}-\frac{y^{2}}{\left.\left[r^{2}-y^{2}\right]^{2}-z^{2}\right]}\)
\(\overline{B D^{2}}=\frac{\left\{\left[x^{2}-y^{2}\right]+\left[x^{2}-x^{2}\right]\right\}\left[x^{2}+y^{2}\right]}{\left[x^{2}-y^{2}\right]}\); also \(K^{2}-\frac{\overline{B D^{2}}}{4 \sin ^{2} A}\).
\(2 k=[x+y][x-z] \sin A+[x-y][x+z] \sin A\), or \(\left[x^{2}-y^{2}\right] \sin A=k\).
Substituting the value of \(\sin A,(5)\) in (7), and
\(\left[x^{2}-y^{2}\right]\left[x^{2}-z^{2}\right]=k^{2}\).
Then (6) becomes, \(\left[x^{2}-y^{2}+x^{2}-z^{2}\right]\left[x^{4}-y^{*} z^{2}\right]=4 R k^{2}\)
Let the product of the opposite sides \(v=x^{2}-y^{2} . \quad \therefore y^{2}=x^{2}-v \ldots(10)\); \(v_{0}=x^{2}-z^{2} . \quad \therefore z^{z}-x^{2}-\boldsymbol{v o}\).

(9) reduces to \([v+v]^{2}-4 r^{2}[v+v]=16 R^{2} r^{2}\) (18)
\[
\begin{equation*}
\therefore v+w=2 r^{2} \pm 2 r \sqrt{4 R^{2}+r^{2}} . \tag{14}
\end{equation*}
\]
\((14)^{2}-4(7)\), etc. \(v-w=2 r\left[4 R^{2}+2 r^{2}-4 x^{2} \pm 2 r \sqrt{4 R^{2}+r^{2}}\right]^{4}\)
(14) \(\pm(15)\) after substituting the given values, \(v=12288\), and \(v=9408\).
(1), ( 5 ), and (6) \(x=112, y=56\), and \(z=16\), and the required sides \(A B, B C\), \(C D\), and \(A D\) are 168 rods, 128 rods, 56 rods, and 96 rods, respectively.

Also \(B D=158.22\) rods.
Also solved by CHARLES C. CROSS and H. C. WILERS.

\section*{CALCULUS.}

Conducted by J. M. COLAW, Montorey, Va. All contributions to this department should be seat to him.

\section*{SOLUTIONS OF PROBLEMS.}
61. Proposed by W. A. CARTER, Professor of Mathematies, Centenary College of Loulsiana, Jacbsoz, La If \(r=a \sin n \theta\) is the polar equation of a curve, show (1) that the curve consists of \(n\) or \(2 n\) loops according as \(n\) is an odd or an even integer; (2) that its ares is \(\ddagger\) or \(\mathfrak{z}\) of the circumscribing circle according as \(n\) is an odd or an even integer.
I. Solution by G. B. M. ZERR, A. M., Ph. D., President and Professor of Mathematics in Raseell Collma. Lebanon, Va.
\(r=a \sin n \theta\). Let \(r=0\), then \(\sin n \theta=0\).
\(\therefore A=0,2 \pi / n, 4 \pi / n, 6 \pi / n, 8 \pi / n, \ldots \ldots\), are the angles at which the the curve cuts the polar axis at the pole.
\(d r / d t=n a \cos n \theta=0 . \quad \therefore \theta=\pi / 2 n, 3 \pi / 2 n, 5 \pi / 2 n, 7 \pi / 2 n, \ldots \ldots\), gives the points where \(r\) has its greatest value, namely, \(\pm a\).

When \(n\) is odd the values of \(n \theta\) for the angles \(0,2 \pi / n, 4 \pi / n, 6 \pi / n, 8 \pi / n\), , are \(0,2 \pi, 4 \pi, 6 \pi, 8 \pi, \ldots \ldots\).
When \(n\) is even the values of \(n \theta\) for the angles \(0,2 \pi / n, 4 \pi / n, 6 \pi / n\), \(8 \pi / n, \ldots \ldots\), are \(0, \pi, 2 \pi, 3 \pi, 4 \pi, \ldots \ldots\)
\(\therefore\) When \(n\) is even the polar axis is cut, at the pole, \(2 n\) times, but only \(n\) times when \(n\) is odd.
\(A=\) area of one loop.
\(A=\$ a^{2} \int_{0}^{\pi / n} \sin ^{2} n \forall d \theta,=\frac{\pi a^{2}}{4 n}\).
\(\therefore \frac{\pi a^{2}}{4 n} \times n=\frac{\pi a^{2}}{4}\), for \(n\) odd \(; \frac{\pi a^{2}}{4 n} \times 2 n=\frac{\pi a^{2}}{2}\), for \(n\) even.
II. Solation by Ei L. SHERTWOOD, A. M., Sapariatandeat of City Sehools, Weat Polat, Mies.

Equation given \(\rho=a \sin n \theta\). We may oberve that,
\[
\rho=0, a, 0,-a, \text { etc., when }
\]
\(\sin n \theta=0,1,0,-1\), etc., when
\[
n \theta=0, \frac{1}{2} \pi, \pi, \frac{8}{2} \pi, \text { etc., when }
\]
\(\theta=\left\{[c / n] . \frac{1}{2}\right\}\), where \(c\) is \(0,1,2,3,4\), etc., up to \(4 n\) ( \(4 n\) being determined y \(\theta=2 \pi\) ).

The series of values will be as follows:
\[
\begin{gathered}
\theta=0 \cdot \frac{\pi}{2 n}, \quad \frac{\pi}{2 n}, 2 \cdot \frac{\pi}{2 n}, \quad 3 \frac{\pi}{2 n} \ldots \ldots n \cdot \frac{\pi}{2 n}, \quad[n+1] \frac{\pi}{2 n} \ldots 2 n \frac{\pi}{2 n}, \\
{[2 n+1] \frac{\pi}{2 n} \cdots ;}
\end{gathered}
\]

If \(n\) is even, \(\rho=0, a, 0,-a \ldots \ldots 0 \pm a \ldots . \ldots, a\).
If \(n\) is odd, \(\rho=0, a, 0,-a \ldots \ldots \pm a, 0 \ldots . .\).
\[
\left\{\begin{array}{cccc}
3 n \cdot \frac{\pi}{2 n}, & {[3 n+1] \frac{\pi}{2 n} \ldots \ldots \ldots} & 4 n \cdot \frac{\pi}{2 n} \\
0 & \pm a & \ldots \ldots \ldots \ldots & 0 \\
\pm a & 0 & \ldots \ldots \ldots & 0
\end{array}\right.
\]

In each series are \(4 n\) terms (the first coincides with the last), and \(\rho=a\) umerically in \(2 n\) of them. But when \(n\) is odd, the radius vector traces each loop wice for \(\pi / 2 n\) and \(a\) is the same point as \(\{[2 n+1][\pi / 2 n]\}\) and \(-a\).
\(\therefore\) There are \(2 n\) loops when \(n\) is even, and \(n\) loops when \(n\) is odd.
Area \(=\frac{1}{2} \int \rho^{2} d \theta\), where \(\rho^{2}=a^{2} \sin ^{2} n \theta\),
\[
\begin{aligned}
& =\frac{1}{2} n^{2} \int \sin ^{2} n d \theta \\
& =\frac{1}{2} n^{2}\left[\frac{1}{3} 0-\frac{\sin 2 n \theta}{4 n}\right]_{0}^{\pi / 2 n}=\frac{\pi a^{2}}{8 n} \text { for } \frac{1}{2} \text { loop },
\end{aligned}
\]
or \(\pi a^{2} / 4 n\) for an entire loop.
\(\therefore\) For \(2 n\) loops, area \(=\pi a^{2} / 2\); and for \(n\) loops, areare \(\pi a^{2} / 4\).
Also solved by J. BCEEFFFRR and C. W. M. BLACK.

\section*{62. Proposed by A. H. HOLMESS, Brunswiek, Maine.}

A bucket is in the form of a frustum of a cone having its smaller end as a base. It \(1 a\) inches in diameter at base and \(b\) inches in diameter at top, and its perpendicular height \(i c\) inches. It contains water the perpendicular height of which is \(\frac{\downarrow}{} c\) inches. What is the reatest height, from the plane on which the vessel rests, to which the surface of the water ill rise when the bucket is overturned, no allowance being made for the thickness of the laterial of the bucket? Men.

Let \(A E F L\) be section of frustum. Complete the cone to the spex \(N\). Let \(N M\) be axis, \(H K\) surface of water, \(P Q\) plane on which ver-


Fig. 1. sel reate, \(A B\) height of sarface of water above \(P Q\). Depote \(\angle O N A\) by \(\alpha, O N\) by \(l, H K\) by \(x, H M\) by \(y\).

Then \(E O=O A=\$ a, F L=b\). Denote angle which axis makes with \(P Q, \angle O N R\) by \(A, M R\) perpendiculer to \(N R\) by \(h\).

Now an vessel is tipped over, until \(H\) remehes \(\mathbb{E}\), volume of cone NHK is constant, and \(m=\frac{1}{b}[t a+b b)^{*}[l+i c]\). Denote it by \(C\).

Base \(H K\) is an ellipae, whose major axis is
\[
\begin{equation*}
x=h \cot [\theta-\alpha]-h \cot [\theta+\alpha] . \tag{1}
\end{equation*}
\]

Also \(H M=y_{1}=h \cot \theta+h \cot [\theta+\alpha]\)
Let 3 -semi-minor axib, mordinate in circalar section through \(S\), middle point of \(H K\). Let raradius of section.

Then \(2=\sqrt{r^{3}-\overline{T S^{3}}},=\sqrt{\overline{r^{3}}-[(x / z)-y]^{2} \sin ^{2} H}\).
since \(\angle T M S=\angle O N R_{1}=\) Ff. Also,
\[
\begin{equation*}
r=N T \tan \alpha,=\left[\frac{h}{\sin \theta}+\left(\frac{x}{2}-y\right) \cos \theta\right] \tan a \tag{4}
\end{equation*}
\]

Volume \(N H K=[t \pi] h[x / 2],=C\)
Let \(\cot A=\beta, \quad \cot \alpha=k\). (1) becomes, \(x=\frac{2 h z\left[\beta^{2}+1\right]}{k^{2}-\beta^{7}}\)
(2) becomes, \(y=\frac{h\left[\beta^{*}+1\right]}{k+\beta^{\prime}} \ldots \ldots .(7)\), and \(\frac{x}{2}-y=\frac{h \beta\left[\beta^{z}+1\right]}{k^{2}-\beta^{2}}\)

From (4) by (8), \(r=\frac{h k_{1} / \overline{\beta^{2}+1}}{k^{4}-\beta^{2}}\)
Substituting in (3),
\[
\begin{equation*}
z=\sqrt{\frac{h^{2} k^{2}\left[\beta^{2}+1\right]}{\left[k^{4}-\beta^{2}\right]^{2}}}-\frac{h^{4} \beta^{2}\left[\beta^{2}+1\right]}{\left[k^{6}-\beta^{2}\right]^{2}},=h \sqrt{\frac{\beta^{2}+1}{k^{3}-\beta^{2}}} \tag{10}
\end{equation*}
\]
(5) becomes, \(\left[\frac{\lambda}{} \pi\right] h \times \frac{h k\left[\beta^{2}+1\right]}{k^{2}-\beta^{2}} \times h \sqrt{\frac{\beta^{2}+1}{k^{2}-\beta^{2}}}=[k \pi] h^{20}\left(\frac{\beta^{2}+1}{k^{2}-\beta^{2}}\right)^{\prime}=C\);
\[
\begin{equation*}
\text { whence } h=\sqrt[t]{\frac{8 C}{\pi k}} \sqrt{\frac{k^{8}-\beta^{3}}{\beta^{z}+1}} \tag{11}
\end{equation*}
\]
w \(A B=h-l \operatorname{lsin} \theta+l a \cos A,=\sqrt[8]{\frac{3 C}{\pi k}} \sqrt{\frac{k^{2}-\beta^{2}}{\beta^{2}+1}}-\frac{l}{\sqrt{\beta^{2}+1}}+\frac{a \beta}{2 V / \overline{\beta^{2}+1}}\),
\[
\begin{equation*}
=\frac{\sqrt[8]{\frac{3 C}{\pi k}} \sqrt{k^{2}-\beta^{2}}-l+\frac{a \beta}{2}}{V^{\overline{\beta^{2}+1}}} \tag{12}
\end{equation*}
\]
which \(\beta\) is the only variable. \(d A B / d \beta=\)
\[
\overline{i^{2}+1}\left(-\sqrt[8]{\frac{3 C}{\pi k}} \frac{\beta}{V^{\prime} \overline{k^{2}-\beta^{2}}}+i a\right)-\left(\sqrt[8]{\frac{3 C}{\pi k}} v \overline{k^{2}-\beta^{2}}-l+\frac{a,}{2}\right) \frac{\beta}{1^{\prime} \bar{\beta}^{2}+1}
\]
\[
\dot{\beta}^{2}+1
\]

Equating to zero, and clearing of fractions,
\[
:+1)\left(-\sqrt[8]{\frac{3 C}{\pi k}} \frac{\beta}{\sqrt{k^{2}-\beta^{2}}}+1 a\right)-\left(\sqrt[8]{\frac{3 C}{\pi k}} \sqrt{k^{8}-\beta^{2}}-l+\frac{a \beta}{2}\right) \beta=0
\]
\[
\text { or } \sqrt[8]{\frac{3 C}{\pi k}}\left(\frac{\beta\left[\beta^{2}+1\right]}{\sqrt{k^{2}-\beta^{2}}}+\beta_{V} \overline{k^{2}-\beta^{2}}\right)=t a+l \beta
\]
laring and clearing, \([3 C / \pi k]^{1} \beta^{2}\left[1+k^{2}\right]^{2}=\left[{ }^{2} a+l \beta\right]^{2}\left[k^{2}-\beta^{2}\right]\). Whence,
\({ }^{1}+a \beta^{2}+\{[3 C / \pi k]]^{1}\left[1+k^{2}\right]^{2}+\left\{a^{2}-l^{2} k^{2}\right\} \beta^{2}-a l k^{2} \beta-t a^{2} k^{2}=0\).
Now \(l=\{a \cot a,=\{a k ;\) also, \(k=\{c /\}[b-a]\},=\{2 c /[b-a]\}\)
\[
\begin{align*}
& \therefore l=\frac{a c}{b-a} . \quad \text { Also, } C=\pi\left(\frac{2 a+b}{6}\right)^{2}[l+t c],=\pi \frac{[2 a+b]^{3} c}{108[b-a]} . \\
& \therefore 3 C / \pi k=\left\{[2 a+b]^{3} / 216\right\} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \ldots \ldots \ldots . \tag{16}
\end{align*}
\]

Substituting (14), (15), (16) in (13),
\[
\begin{align*}
\frac{c^{2}}{-a]} \beta^{4}+\frac{a^{2} c}{b-a} \beta^{8} & +\left(\frac{[2 a+b]^{2}\left\{[b-a]^{2}+4 c^{2}\right\}}{36[b-a]^{2}}\right. \\
& \left.+4 a^{2}-\frac{4 a^{2} c^{4}}{[b-a]^{4}}\right) \beta^{2}-\frac{4 a^{2} c^{3}}{[b-a]^{1}} \beta-\frac{a^{2} c^{2}}{[b-a]^{2}}=0 \tag{17}
\end{align*}
\]

By solving this for \(\beta\) we get the maximum values of \(A B\), provided (Fig. 1) loes not \({ }^{\text {,ass }} E\). In Fig. 2, representing this condition \(\angle E A B=A\),
\(\therefore A B=a \cos \theta\).
Accordingly (17) will produce critical values of \(H_{\text {; }}\) provided \(\cos \theta\) is not \(>\) \(/ a, A B\) to be determined from (12).

It is evident that for any position of \(H K\) which cuts \(E A\), the value of \(A B\) will be greater than that determined by the sopposition


Fig. 2. made above. We must seek for maxima in this case by a different method.
\(D K A\) (Fig. 3) represents section of volume of water.
Volame \(=[\pi c / 9]\left\{\left[\left\{a^{2}+[3 n+k b]^{2}+3 a[t n+b b]\right\}\right.\right.\),
\(=[\pi c / 324]\left[19 a^{*}+7 a b+b^{2}\right]\)
Equation (1)-(4) and (6)-(10) apply bere as in Fig. I.
Now volume \(A D K=\) cone \(N D K\) - cone \(N D A,=\mathbf{H} x\) [area elliptical segment \(D K\) ] \(-\frac{1}{2} \times\) [area circular negment \(A D]\)

Let \(A B=s, \angle D A C=\theta, \angle B K A=A-a\).
\(D K=D B+B K,=\operatorname{stan} \theta+\cot [\theta-\alpha],=\left(\frac{1}{\beta}+\frac{k, \xi+1}{k-\beta}\right),=\left(\frac{s k\left[1+\beta^{2}\right]}{\beta[k-\beta]}\right.\)

Substitute from (6), (10), and (20):
\[
\text { Area } D K=\frac{h^{2} k\left[\beta^{2}+1\right]^{1}}{\left[k^{2}-\beta^{2}\right]^{2}}\left[\pi-\cos ^{-1}\left(\frac{A[k+\beta]}{h \beta^{2}}-1\right)\right.
\]
\(\left.+\left(\frac{\mu[k+\hat{\beta}]}{h_{j}^{2}}-1\right) \sqrt{\frac{s[k+\hat{\beta}]}{h_{j}^{j}}\left(2-\frac{s[\hat{k}+\hat{\beta}]}{h \tilde{\beta}}\right)}\right]\)
Now \(t=h-\operatorname{lein} A+3 \cos \theta\).
\(\therefore h=s+2 \sin H-l a c \cos H,=8+\frac{2 l-a \beta}{2 \sqrt{\beta^{2}}+1}\).


Fig. 3.
\(A D=\sec A,=\frac{\frac{s}{} / \overline{b^{2}+1}}{\beta}\).
Area segment \(A D=a^{*}\left[\pi-\cos ^{-1}\left(\frac{2 s_{1} \overline{\beta^{2}}+1}{\pi \beta}-1\right)\right.\)
\[
\begin{equation*}
\left.\left.+2\left(\frac{2 a v \sqrt{\beta^{3}+1}}{a \beta}-1\right) \sqrt{\frac{8 \gamma \beta^{3}+1}{a \beta}\left(1+\frac{\sqrt{\beta^{2}+1}}{a \beta}\right.}\right)\right] \tag{93}
\end{equation*}
\]

Substitute from (18), (21), (22), and (28) in (19),
\[
\left.\sqrt{\left.\left.\frac{s[k+\bar{\beta}]}{\beta\left\{s+\left[\left(2 l-a_{i} \bar{s}\right) /\left(2 \sqrt{\overline{\beta^{z}}+1}\right)\right]\right\}}\left[2-\frac{s[k+\dot{\beta}]}{\dot{\beta}\left\{s+\left[\left(2 l-a_{i} \bar{\xi}\right) /\left(2 v^{\prime} \dot{\beta}^{z}+1\right.\right.\right.}\right)\right]\right\}}\right]
\]
\(-\frac{a^{3} k}{24}\left\{\pi-\cos ^{-1}\left[\frac{2 \varepsilon_{1} / \overline{\beta^{z}}+1}{a_{i}^{3}}-1\right]\right.\)
\(-2\left[\frac{28 V \overline{\beta^{2}+1}}{a_{1}^{3}}-1\right] \sqrt{\frac{8 y^{3} / \overline{\beta^{2}}+1}{a \xi}}\left[1-\frac{8 V / \beta^{2}+1}{a \beta^{3}}\right]={ }_{3} \frac{1}{2} \pi \pi c\left[19 a^{2}+7 a b+b^{2}\right]\),
hich equation contains only \(8, \beta\), and constants. However, the chance of solvig it after differentiation seems extremely slight.

\section*{PROBLEMS FOR SOLUTION.}

\section*{MISCELLANEOUS.}

\section*{co. Proposed by S. Rart wrigrt, A. M., M. D., Ph. D., Penn Yan, I. Y.}

In latitude \(40^{\circ} \mathrm{N} .=\lambda\), when the moon's declination is \(5^{\circ} 23^{\prime} \mathrm{N} .=\delta\), and se sun's declination \(9^{\circ} 52^{\prime} \mathrm{S} .=-\delta^{\prime}\), how long after sunset will the cusps of the toon's crescent set synchronously, the moon having recently passed its conjuncon with the sun?

G7. Proposed by GEORGE LILLEY. Ph. D., LL. D., Professor of Mathematies in the Oregon State Onivarsity, neme, Orogon.

A particle is placed very near the center of a circle, round the circumfernce of which \(n\) equal repulsive forces are symmetrically arranged ; each force aries inversely as the \(m\) th power of its distance from the particle. Show that he resultant force is approximately \(\frac{m_{1} n\left(m_{2}-1\right)}{2 r^{m+1}} \times C P\), and tends to the center of he circle, where \(n_{1}\) is the mass of the particle, \(C P\) its distance from the center \(f\) the circle, and \(r\) the radius of the circle.

\section*{EDITORIALS.}

The credit of preparing the index for this volume is due Editor Colow.
Dr. Artemas Martin, of the U.S. Coast and Geodetic Survey, has been
\[
\begin{aligned}
& \frac{8 \vee}{\left.\frac{\beta^{2}+1}{}+1-\frac{1}{2} n \beta\right]^{3}} \underset{3\left[k^{2}-\beta^{2}\right]^{2}}{ }\left\{\pi-\cos ^{-1}\left[\frac{s[k+\beta]}{3\left\{s+\left[\left(2 l-a_{i} \beta^{3}\right) /\left(2 \sqrt{1+\beta^{2}}\right)\right]\right\}}-\mathrm{p}\right]\right. \\
& +\left[\frac{s[+\hat{\beta}]}{i \xi\left\{8+\left[\left(2 l-n(\bar{y}) /\left(2 \sqrt{\bar{\beta}^{z}+1}\right)\right]\right\}\right.}-1\right] \times
\end{aligned}
\]
promoted to Chief of the Library and Archives Division, at a salary of \(\$ 1800\) per annum, the promotion taking effect July 1, 1897. Dr. Martin has just been elected a member of the "Circolo Matematico di Palermo," Italy.

We regret to announce the death of Prof. B. F. Burleson, which occurred at his home, in Oneida Castle, New York, on December 2. Mr. Barleson was born in Stockbridge, July 7, 1835, but had resided in Oneida Castle for many years, where he was highly esteemed. For a number of years he occupied the position of Principal of the Union School, and in this position he proved a moot successful and acceptable teacher. He was extremely fond of mathematics and was very expert in solving difficult problems. For many years he was a frequent contributor to most of the mathematical journals published in this country, and enjoyed a wide acquaintance with well-known mathematical teachers in various parts of the country. Five years ago he was stricken with paralysis and had since suffered from several strokes, which was the final cause of his death. Mr. Burleson was one of those promising but unfortunate men who possessed only the advantages of a common school education: His knowledge of mathematics was obtained by self application and in this way he became a very able analyzer of difficult mathematical problems as his solutions of many difficult problems will show. Had he possessed the advantages of a mathematical course in one of our leading universities, his influence would undoubtedly have been felt in a larger way. All honor is due him for what he made of the opportanities he possessed and the advantages afforded him. There survive him, his widow, a daughter, and one son, George Burleson, of Buffalo, and a sister residing at Oneida Castle.

> BOOKS AND PERIODICALS.

Elements of the Differential and Integral Calculus. By William S. Hall, E. M., C. E., M. S., Professor of Technical Mathematics in Lafayette College. 250 pages. . Price, \$2.25. (1897). New York: D. Van Nostrand.

Great activity has been displayed within the last year in the production of textson the subject of the Calculus. Among the more recent books on this subject, Profecsor Hall's treatise is entitled to very favorable consideration. The two branches of the Calculus are treated together to great advantage. The formulas for differentiation are established by the method of limits, but the method of infinitesimals is also explained, and the differential notation used when there is advantage gained by it. The numerical problems illustrating the text and showing applications in engineering practice is an excellent feeture of the book. The table of integrals for convenience of reference is more extended than is usual in books of the same scope. Throughout the work there is a great compretness both in the methods and form of treatment, and we find more subjects presented than in most of the elementary texts. The chapter on Differential Equations is one of the best features of the book.

The Calculus for Engineers, with Applications to Technical Problems. By Professor Robert H. Smith.Pages 176. Price, \$3.00. 1896. London: Charles Griffin and Company. Philadelphia: J. B. Lippincott Company.

The aim of this treatise is to introduce the student at once to the more important uses of the Integral Calculus, and incidentally to those of the Difierential Calculus. The development of the rattionale of the subject is based on essentially concrete conceptions. Considerable use is made of the graphic method where admissable. The effort has been made to make the treatment less formal than usual, and the meaning and use of results is illustrated by many applications to mechanics, thermodynamics, electrodynamics, problems in engineering design, etc. One of the most distinctive and important features of the book is the rery complete and extended Classified Reference Tables of Integrals and Methods of Integration, which occupy 42 pages. The chapter on the integration of Differential Equations will prove an important aid in pointing out methods of dealing with various classes of problems. The book has some practical features that will especially recommend it to engineers and physicists.
J. M. C.

The Tutorial Trigonometry. By William Briggs, M. A., F. R. A. S., and G. H. Bryan, Sc. D., F. R. S. London: W. B. Clive. New York: Hinds \& Noble. Pages 326. Price, \$1.00. 1897.

This latest issue in the series of Tutorial texts is a very satisfactory book. The definitions of the trigonometric functions is wisely introduced early. Most of the articles are written with commendable clearness, and it is only in minor points that we have noticed any defects or inaccuracies in the book. The chapter on the ambiguous case in the solution of triangles is especially clearly and concisely stated. The large number of well-chosen examples attached to each chapter add much to the completeness of the book for class use. The relative importance of subject-matter is indicated by the use of different type, which somewhat mars the appearance of the printed page, but this is a slight obJection as compared with the advantage gained in clearness and in effective presentation of the subject to students. While very much after the order of the long list of trigononometries now in use, this book seems to cover about the right ground and bears the marks of a well-constructed text-book.
J. M. C.

Regular Points of Linear Differential Equations of the Second Order. By Maxime Bôcher, Ph. D., Assistant Professor of Mathematics in Harvard University. Pages 23. 1896. Cambridge: Harvard University Press.

This excellent little treatise is intended quite as much for students of mathematical physics who may not be able to carry the subject further than is here done ns for those intending to make a more extended study of the modern theory of linear differentinl quotntions.
J. M. C.

Past and Present Tendencies in Engineering Education. By Mansfield Merriman, Professor of Civil Engineering, Lehigh University, South Bethlehem, Pennsylvania.

This pamphlet of 17 pages, reprinted from Volume IV of the Proceedings of the Society for Promotion of Engineering Education, contains the instructive presidential address of Professor Merriman before that society, at its meeting on August 20, lnst.

Macfarlane on Discharge of Condenser. This pamphlet contains the interesting discussion of Dr. Macfarlane's paper, which was presented at the meeting of the American Institute of Electrical Engineers in May last, in which Mr. Steinmetz, Dr. Kennelly, and Dr. Perrine took part, and also the communicated reply of Dr. Macfariane.

Numerical Problems in Plane Geometry. By J. G. Estill, of the Hotchkise School, Lakeville, Conn. 144 pages. 1897. New York: Longmans, Green \& Co.

These problems are meant to be used with other geometries. The book contains a graded set of problems on the five books of geometry, as the division into Books is genesally made. The use of the metric system is begun at the very first. The problems, and the entrance papers in the latter part of the book, seem to have been selected with great care and excellent judgment. The discussion of logarithms, and the explanation of their use, and the use of the table, have been clearly made. In as much as some knowledge of the metric system and the ability to solve numerical problems in plane geometry is now required for admission to most colleges, this little treatise should be especially acceptable to preparatory schools.
J. M. C.

Euclid : Books I.-IV. By Rupert Deakin, M. A., Headmaster of King Edward's Grammar School, Stourbridge. Price, 70 cents. 1897. London: W. B. Clive. New York: Hinds \& Nuble.

This edition of Euclid was prepared for the well-known "Tutorial Series." The notes at the end of each book supply excellent comments upon and analysis of the propooftions, especially aiding the student to group together propositions in which similar methods of proof are used. Special care has been taken to encourage the working of "riders," and a section is given in which methods of attack are suggested, while exercises on the various methods have been interspersed throughout the text. The book is attractively printed, and should furnish an important aid in teaching elementary Euclid. J. M. O.

School Geometry. By J. Fred Smith, A. M., Principal of Iowa College Academy. 320 pages. 1897. Chicago : Scott, Foresman \& Co.

While there is no special novelty or marked improvement in this on other text-books of like purpose and scope, yet it is well written and has several good features. The sabject is approached gradually, and as far as may be the abstract through the concrete; it is more elementary than many of the books in common use, and in the earlier part separate figures indicate the successive steps of a construction instead of one figure for all the steps combined. The equation is early introduced and frequently used. Emphasis is placed upon the importance of original work, and a large number of theorems and problems are given as additional exercises. The side references, usual in other books, showing the authority for each step in a demonstration are omitted, but we doubt if this feature will be much in its favor with most teachers. The book is well printed, but not very neatly nor substantially bound.
J. M. C.

Infallible Logic. A Visible and Automatic System of Reasoning. By Thomas D. Hawley, of the Chicago Bar. 8vo. 660 pages. Full Leather Binding. Price, 85.00. Chicago : The Dominion Publishing Co.

Standard books are ever welcome when they come to us in forms and bindings representing all the embellishments of the art of bookmaking. Such a book is Infallible Logic published by The Dominion Company, Chicago, a copy of which has just come to our deak. The contents are well arranged, the illustrations are fine, the print is clear and neat, and the binding is superb. The Dominion Company is forging ahead as the leading western publishing house making a specialty of fine subscription books. Having salespeople in nearly every nook of the country, the company enjoys a large and growing trade. As this company has a known reputation for liberality towards its agents and fair treatment of them, an agency in this community for the above book, or some other published by this company, would be a source of considerable profit to the one fortunate enough to secure it. Interested readers should write the company for full particulars.

Elementary Arithmetic. By William W. Speer, Assistant Superintendent Schools, Chicago. 314 pages. 1897. Boston: Ginn \& Company.

To the first book of this series we have previously directed special attention. The thor emphasizes the importance of early bringing into view the definite relations quantity. The idea of relative magnitude is made the basis of treatment in this new ies of books. Hence simple ratios are made the key to the solution of all problems. e treatise is sufficiently different from others of a similar purpose to give it field for al, and in the hands of competent teachers we predict it will give profitable results.
J. M. C.

The American Monthly Review of Revievo. An International Illustrated onthly Magazine. Edited by Dr. Albert Shaw. Price, \(\$ 2.00\) per year in adnce. Single numbers, 25 cents. The American Monthly Review of Reviews -., 13 Astor Place, New York.

The January number of the American Monthly Review of Reviews is one of the best is\(\Rightarrow\) in the histo'y of that magazine. From cover to cover it is thoroughly "live," alert, \(\mathbf{1}\) forceful. The opening editorial department of "The Progress of the World" gives a ar and exhaustive New Year's summary of political conditions in both hemispheres at 3 threshold of 1898 . The elaborate article on "The Future of Austria-Hungary," by an strian, is by all odds the best account yet given in the English language of the warring ces which threaten to undermine the dual monarchy of central Europe; Mr. Charles A. nant's clean-cut analysis of the present demands for currency reform in the United States something that no.practical man of affairs should fail to read ; Dr. W. H. Tolman's sumng up of the municipal progress of New York City under Mayor Strong is just what is eded at this time as an encouragement of efforts for civic betterment everywhere ; Lord assey's remarkable paper on "The Position of the British Navy," with Assistant Secreif Roosevelt's comments, is full of food for thought when read in connection with the mpact digest of the United States annual naval report, which follows, and the review of ptain Mahan's new book; two noteworthy letters of Count Tolstoi on the doctrines of anry George, one addressed to a German disciple of George and the other to a Siberian msant, are also published in this number. Besides these important and spirited special ttures, the magazine's regular departments of "Current History in Caricature," "Lead; Articles of the Month," "Periodicals Reviewed," and "New Books" cover such timely dics as Hawaiian annexation and the great strike in England.

The Cosmopolitan. An International Illustrated Monthly Magazine. Edd by John Brisben Walker. Price, \(\$ 1.00\) per year in advance. Single num\(r, 10\) cents. Irvington-on-the-Hudson.

Among the leading articles in the January number are the following: Stephen GirI and His College ; The Real Klondike; Harold Frederick's "Gloria Mandi"; and A Brief story of our late War with Spain.

The Arena. An Illustrated Monthly Magazine. Edited by John Clark dpath, LL. D. Price, \(\$ 2.50\) per year in advance. Single number, 25 cents. raton : The Arena Co.

The Open Court. A Monthly Magazine devoted to the Science of Relig1, the Religion of Science, and the Extension of the Religious Parliament Idea. lited by Dr. Paul Carus ; T. J. McCormack, Assistant Editor ; E. C. Hegeler, d Mary Carus, Assuciate Editors. Price, \(\$ 1.00\) per year in advance. The sen Court Publishing Co., Chicago, III.
The following periodicals have been received : Journal de Mathematiquen Eilementaires, (10r Decembre 1897) ; American Journal of Mathematics, (October, 1897) ; The Mathematical Gazette, (October, 1897) ; L'Intermbdiare des Mathematiciens, (Novembre 1897) ; Miscollaneous Notes and Queries, (October, 1897); The Kansas University Quarterly, (October, 1897) ; The Monist, (October, 1897); The Educational Times, (December, 1897) ; Science, (Nos. for the year to September 24, 1897) ; Bulletin of the American Mathenatical Society, (November, 1897); The Ohio Teacher, (November, 1897).
The Amrbican Mathematical Monthly's Clubbing List :regular prioz. wifh montillt.
The American Monthly Review of Reviews. \(\$ 250\) ..... \(\$ 00\)
The Forum ..... 800 ..... 450
The Cosmopolitan 100 ..... 285
The Arena 800 ..... 450
The Oentury 400 ..... 550
St. Nicholas. ..... 800 ..... 450
Popular Astronomy 250 ..... 425
Atlantic Monthly 400 ..... 500
The Critic (weekly) 800 ..... 500
The Outlook 800 ..... 475
The Ohio Educational Monthly 150 ..... 350
American Journal of Education 100. ..... 250
McClure's 100 ..... 280
Mathematical Magazine (quarterly) 100 ..... 300
Annals of Mathematics (bi-monthly) 200 ..... 400Other magazines not mentioned above may be obtained from us at reduced rates.B. F. Finkel, J. M. Cotiaw, Editors.
Some Errata in No. 11.

Page 282, line 2, for " \(A y\) " read \(A y^{2}\).
Page 282, line 17, for " \(\left(2 x-m^{2}\right.\) " read \((2 x-m)^{2}\).
Page 283, line 5, for " \(+b\) " read \(+b^{2}\).
Page 286, supply letter \(D\) in the figure.
Page 286, line 14, insert will before OED.
Page 286, line 5 from bottom, for " \(\frac{1}{2}\) "' read \(t h\).
Page 287, line 17, for " 27 "' read 27/2.
Page 288, line 2, for " \(R^{8}\) "' read \(R^{2}\).

Page 288, line 12 , for " \(\int_{0}^{s}\) " read \(\int_{0}^{T}\).
Page 288, line 18, for " \(O F\) "' read \(O B\).
Page 288, line 19, for " ( \(2 b r / x\) )" read ( \(2 b r / h\) ).
Page 288, line 20, for " \(O\) " read 0 .
Page 290, last line, for "sume" read sums.

\(\qquad\)
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